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An extension of the standard multifractional Brownian motion

MoHAMED A1T OUAHRA
MoHAMED MELLOUK
HANAE OUAHHABI
Ai1ssA SGHIR

Abstract

In this paper, firstly, we generalize the definition of the bifractional Brownian motion BH-K .=

(BH’K ;t > 0), with parameters H € (0,1) and K € (0, 1], to the case where H is no longer a
constant, but a function H ( - ) of the time index 7 of the process. We denote this new process by B C).K,
Secondly, we study its time regularities, the local asymptotic self-similarity and the long-range dependence
properties.

1. Introduction

In recent years, the famous fractional Brownian motion BH .= (Bf{ > 0), (fBm for
short), with Hurst parameter H € (0, 1), has considerable interest due to its applications
in various scientific areas including: telecommunications, finance, turbulence and image
processing, (see for examples: Addison and Ndumu [1], Cheridito [9], Comegna et al. [13],
Samorodnitsky and Taqqu [29] and Taqqu [30]). The fBm was firstly introduced by
Kolmogorov [20], and was later made popular by Mandelbrot and Van Ness [26]. It
is the only centered and self-similar Gaussian process with stationary increments and
covariance function:

R (1,5) := E(BABH) = %(t2H+S2H —|t=s]*), Vs,t20.

The case H = % correspond to the standard Brownian motion.

For small increments, in models such as turbulence, fBm seems a good model but it is
inadequate for large increments. For this reason, Houdré and Villa [18] have explored the
existence of a Gaussian process which preserve some of the properties of the fBm such as
self-similarity and stationarity of small increments, and can enlarge modeling tool kit.
This process, denoted by B#-K := (B¥-X; 1 > 0), is called the bifractional Brownian

Keywords: Gaussian process, Self similar process, Fractional Brownian motion; Bifractional Brownian motion;
Multifractional Brownian motion, Local asymptotic self-similarity, Long range dependence.
2020 Mathematics Subject Classification: 60G15, 60G17, 60G18, 60G22.
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motion, (bfBm for short), with parameters H € (0,1) and K € (0, 1] and covariance
function:

1
2K
For large details about bfBm, we refer to [14, 18, 22, 28].

The increments of B-K are only independents in the case of the standard Brownian

motion: (H = %, K = 1), and they are not stationary for any K € ]0, 1[, except the case of
the fBm: (K = 1), however, Bf-X is quasi-helix in the sense of Kahane [19]:

K
RTK(1,5) :=E(BFXBHK) = (t2H+s2H) —lt=sPPPK|, vis>0.

27K — s PHK < B(BH-K — BHKY: <ol-K)p _gPHK v 1>0. (1.1

Moreover, according to [18], if we put: o2 (¢) := E(stK - BfI’K)Z, then,
o2 (1) A=K

= t>0.
-0 g2HK ’

Therefore, the small increments of B¥-K are approximately stationary. For the large

increments, Maejima and Tudor [25] have proved that, when 7 — +oo, the sequence of
increments process:

H.K HK .
(Bt+h _Bh itz O)

converges modulo a constant, in the sense of the finite dimensional distributions, to the
fBm (BX; t > 0) with Hurst parameter HK. This result can be interpreted like the
bfBm has stationary increments for large increments. The key ingredient used in [25] is a
decomposition in law of the bfBm presented by Lei and Nualart [22] as follows:

Let W := (Wy ; 6 > 0) be a standard Brownian motion independent of B For any
K €(0,1),let XX := (X,K ;2> 0) be the centered Gaussian process defined by:

+00
xk ::/ (1- e_et)e_(]%de,
0
with the covariance function:
I'(l-K)
K

I is the well known Gamma function.
The authors in [22] showed by setting: X,H K= XgH, that:

E(XKXK) = K+ sK =4 9K], viszo,

(Cr®)XK + BIK 2 0) £ (Co(K)BIK 12 0), (1.2)

where C|(K) = , /rz(_l—lillg), G (K) = 245 , 4 means equality of all finite dimensional

H

distributions and X, K and BF K are independent. The second application of (1.2) given
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in [25] is that the long-range dependence, (LRD for short), of the process B#-X depends
on the value of the product HK:

e Long-memory: for every a € N*: }}, .o corgn.x(a,a+n) = +oo0,if 2HK > 1,
e Short-memory: for every a € N*: 3, o jcorgux(a,a+n) < +oo,if 2HK < 1,

where

H,K X H,K H,K
corgux(a,a+n) := E[(B(H] - BIMRY(BIK - B )]

This result was appeared also in Remark 7 in [28]. Cioczek-Georges and Mandelbrot [10]
used a sum of micropulses to obtain limit processes with interesting properties, like
Brownian motion, fractional Brownian motion and bifractional Brownian motion. Recently,
Marouby [27] used this model in the case of bifractional Brownian sheet. The bfBm was
introduced in [18] with the aim of enriching the catalogue of the processes likely to be
used within the framework of modeling. Bardina and Es-sebaiy [5] enlarged the zone
of existence of bfBm. This extension was used by Lifshits etal. [24] for proving new
probabilistic inequalities.

Now, we are ready to introduce our new process: since the model of the fBm B may
be restrictive for different phenomena due to the fact that all its interesting properties are
governed by the Hurst parameter H, this gave the motivation to Benassi etal. [6] and
Lévy-Véhel and Peltier [23] to introduce, independently, a new model to generalize the
fBm: It’s the multifractional Brownian motion, (mBm for short). Contrarily to the fBm,
the almost sure Holder exponent of the mBm is allowed to vary along the trajectory, a
useful feature when one needs to model processes whose regularity evolves in time, such
as Internet traffic or images. The definition of the mBm in [23] is based on the moving
average representation of the fBm, where the constant Hurst parameter H is substituted
by a functional H( -) as follows:

pro- 1 (/0 [(t—u)H(’)_% —(—u)H(’)‘i]W(du)
! T(H(t) + %) \J-w

t
+/ (t—u)”“)-%W(du)), t>0,
0

where H(-) : [0,+00) — [u,v] C (0, 1) is a Holder continuous function of exponent
B > 0, and W is a standard Brownian motion on R.
The authors in [6] defined the mBm by means of the harmonisable representation of

the fBm as follows:
() pit€-1
B, = / —W(d¢é), t20,
R |§|H(z)+§
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where W(f) is the Fourier transform of the series representation of white noise with
respect to an orthonormal basis of L?>(R). From these definitions, it’s easy to see that
the mBm is a zero mean Gaussian processes whose increments are in general neither
independents nor stationary. It is proved by Cohen [12] that the two representations
of mBm are equivalent, up to a multiplicative deterministic function. This function is
explicitly given by Boufoussi etal. [8]. Moreover, in Ayache etal. [4], the covariance
function of the standard mBm B*(*): (i.e. the variance at time 1 is 1), has been deduced
from its harmonisable representation as follows:

E(BIH(I)B;‘I(V)) — D(H([),H(S)) [tH(t)+H(S) + SH(t)+H(s) _ |l _ S|H(t)+H(s) ,

where,

3 \/F(Zx + DI'(2y + 1) sin(7zx) sin(7y)

D(x,y) =
20(x+y+1) sin(”(xTer))

Clearly, if H(-) = H a constant in (0,1), D(H,H) = %, and we find the covariance
function of the fBm B : the zero mean Gaussian process with stationary increments.

In the same spirit as [6] and [23], since all the properties of the bfBm BH.K i
governed by the unique number HK, we introduce in this note a generalization of BH#-K,
by substituting to the parameter H in the covariance function R”-X | a Holder function
H(-):[0,+00) — [u,v] C (0, 1) with exponent 8 > 0. More precisely:

Definition 1.1. We define a new centered Gaussian process, starting from zero and
denoted by BH()-K .= (Bf](t)’K ; £ > 0), by the covariance function:

RH(-),K(I’S) = (D(H(t)’H(s))K[(IH(I)+H(Y) + SH(I)+H(S))K _ |l _ S|(H(t)+H(S))K .

Remark 1.2. Clearly, when K = 1, BH(:)-K js a standard mBm. When H(-) = H a
constant in (0, 1), B (*)-K is a bfBm with parameters H € (0, 1) and K € (0, 1]. However,
if K # 1, B(:)-K does not have stationary increments and the fBm is the only Gaussian
self-similar process with stationary increments, (see for example [29]).

2. The existence of B ().K

In this section we prove the existence of our process by using the same argument used
in [18] for the bfBm.

Proposition 2.1. For any K € (0,1] and H(-) : [0,+c0) + [u,v] € (0, 1) a Holder
continuous function, the covariance function R"C)-X appeared in Definition 1.1 is
positive-definite.
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Proof. We assume that K € (0, 1) since the special case K = 1 is evident. We use the
following identity:

K +00
’ﬁK = m/ (1 - e_ﬂx)x_l_de, Vo> 0,
- 0

where I" is the gamma function. For any ¢y, ..., c, € R, we have:

Zn: an C,'C]'RH( ' )’K(li, lj)

i=1 j=1

n H(ti)+H(‘j>+t;1(’i)+H('j))

K +oo N
- 0

i=1 j=1

+ e_XD(H(Ii),H(Ij)) (|li—’j|H(t")+H(tj))]x_l_de

too 2 2 H(ij)+H(tj)  H(t;)+H(1})
) : -/ ZZCc-eiXD(H(t")’H(’J’))(’i R P )
= — i :
I'(l-K) Jo o
H(t;)+H(t;) H(t;)+H(t;) . .
X eXD(H(m’H(ff))(’i B e L) —1|x"""Kdx.

We know by [4] that D (H(z), H(s)) (17 (D+H () 4 gHO+H () _ ¢ 5| H(O+H(5)) i5 positive-
definite, then so is:

eXD(H<t)’H(S))(IH(I)+H(S)+SH(t)+H(S)_|t_S|H(t)+H(_s-)) 1 Vx>0

which gives the proof of the proposition. O

3. Regularities of the trajectories of B (*)-X

In this section, we deal with the regularities of the trajectories of Bf(*)-K_We follows
the same method used in the case of the mBm, (see [8]). For this, we need the following
regularity of the bfBm Bf-X with respect to the constant parameter H, we use (1.2) the
decomposition in law of the bfBm BH-K.

Proposition 3.1. Let [a, b] C [0, +) and [a,y] c (0, 1], and consider B®-X a bfBm
with parameters H € [a,y] and K €]0, 1]. Then, there exists a finite positive constant
C(a,vy,K) such that, for all H,H' € [a, Y], we have:

sup E(BHK _ BH'K)? < C(a,y,K)|H - H'|.
tela,b]
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Proof. Using (1.2) and the elementary inequality: (a — b)? < 2a® + 2b%, we obtain:
E(BH-K - BI"K)? < 2c2(K)E(BPX — BH'K)? 4 2c2(K)E(XK - x1"K)?,
In view of Lemma 3.1 in [8], (see also [23]), we know that:
E(BI'* - BI')* < Ci(a,y. K)|H - H'?, 3.1)

where,

1 +00
1 — cos(t9) 1
Ci(a,y.K) = 4K2ZES[‘;PH( /0 W(log(@))zd@+ /] o (log(6))*de

< 400,

Now, let us deal with the process X-X. We have by the It&’s isometry:
E(XH,K _XH’,K)2 _ /+°o(eez2”/ _67012”)297(1+K)d9
t t - :
0

Without loss of generality, we suppose that H < H’.
Making use of the theorem on finite increments, (see for example [11]), for the function
x> e forx € (H, H’), there exists £ € (H, H’) such that:

+00
E(XK — xH'K)? = 41H — H' 1% log? (1) /0 e 207 g1=K qg.

e If < 1, then |tlog(t)| < e~ !, and:

, l +0o
E(xK _ xH'K)? < (m)z|H—H'|2/O e 2017 gl=K g9

Then,
E(XK - x!"K)? < Co(a, v, K)IH - H'P,

t

where,

1 1 +00
Cy(a,v,K) = sup / e"207 g1=Kqg 4 / e 207 91K g | < 4o,
(ea)? tela,p]\JO 1

e Ifr > 1, we obtain:
E(X?K - xH'K)? < Cy(a,y,K)|H - H'|”.

where,

+00
C3(01,%K)=[ sup (4f4710g2(t))H sup (/ e‘”’z"el—’fcw)
1\J0

tela,b] tela,b

< +00.
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Finally,
E(x/" - x/")’ < Clay. K)|H - H'P", (32)
where
C(a,y,K) = max(C2(a,7,K) ; C3(a,y,K)).
Consequently, by combining (3.1) and (3.2), we conclude the lemma. O
Remark 3.2.

(1) A similar result is obtained by Ait Ouahra and Sghir [3, Lemma 3.2], for the
sub-fractional Brownian motion S¥ with parameter H € (0, 1). It’s a continuous
centered Gaussian process, starting from zero, with covariance function:

1
E(SHSH) = (H 4 sH — E[(;+S)H+|t—s|H .

(2) In the case of fBm B, (i.e. K = 1), a similar result is given, independently,
in [8], by using the moving average representation of fBm, and in [23], by using
the harmonisable representation of fBm.

We turn now our interest to the study of the time regularities of our process.

Theorem 3.3. Let H(-) : [0,+00) — [u,v] C (0, 1) be a Holder continuous function
with exponent 8 > 0 and sup,~o H(t) < B. Then, there exists a finite positive constant
C(u, v, K) such that:

E(Btli(t)’K _ B?(S),K)z < C(/,l, v, K)lt _ s|2(H(t)\/H(S))K’ forall t,s € [O, ]]

Proof. By the elementary inequality (a + b)?> < 2a” + 2b?, we have:
E(BtH(z),K _ BSH(S),K)Z _ E(BtH(t),K _pHOK | pHO.K _ Bg{(s),K)z

< 2B(BNOK _ BH0KY2 (g OK _ g K2

where B?(I) K is bfBm with parameters H(t) and K.

By virtue of (1.1) and Proposition 3.1 and the fact that H(-) : [0, +oo[ — [u,v] C

(0,1), we get:
E(BT)K — BIOKY? < 02K — sPHOK L o0 (u, v, K)H(1) - H(s) .
< 227K = sPHOK Lo (u, v, K|t — 5P,
Since sup,so H(t) < B and KH(t) € (0, 1), we deduce that: |t — 5|8 < |t — s|PKH@),
Thus,
BB~ BICE) < Caluv Kl = s PRI,

where Cy(u, v, K) =2 K +2C" (u, v, K).

Since the roles of ¢ and s are symmetric, we obtain the desired result. O
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To prove the next result: Theorem 3.5, we need the following classical lemma.

Lemma 3.4. Let Y be a real centered Gaussian random variable. Then for all real @ > 0,

we have:

2 arl
E|Y|? = c(a) (E|Y|2)%, where c(a) = %%)2)

Theorem 3.5. Let H(-) : [0,+00) + [u,v] C (0, 1) be a Holder continuous function
with exponent 8 > 0 and sup, . H(t) < B. Then, there exists 6 > 0, and for any integer
m > 1, there exist M,,, > 0, such that:

E(B,H(’)’K B B§I<x>,1<)m > Myt — s HONHEDK

Jorall s,t > 0 such that |t — s| < 6.

2

Proof. Using the elementary inequality: (a + b)? > %az — b, we obtain:

2 2
E(B:-I(t),K _ Bg]@),K) _ E(B:-l(t),l( _ B;-l(t),K +BSH(t),1< _ B;—I(s),K)

1 2 5
> EE(B;V(t),K _ Bfl(:)x) _E(Bgl(t),K B B;H(S)’K) '
Moreover, by using (1.1) and Proposition 3.1, we obtain:

i 2
E(Bf"")’K _ Bgf(s),K)

\%

2
_ J2H(K _ H(t),K _ pH(s),K
2]+K|t s| E(BS BS )

|t = sPHOK — C(u, v, K)|H(1) - H(s)|*.

I I+K

Since the function H( -) is Holder continuous with exponent 3, we get:

N2
E(Bfl(t),K _ B?(.&),K) S

> 217“ —sPHOK _c(u,v,K)|t - s

1
. S|2H(t)K(21+K _ (v, Kt — sPE-HOK))

Since KH(t) < 8, we can choose § small enough such that for all s,¢ > 0, and |z — 5| < 6,
we have:

1 2B-H()K)
W—C(,u,v,l()h—sl > 0.
n _
Indeed, it suffices to choose § < (m A 1) ,where: n = 1(B—K sup,5o H(1)) g
Finally, we get:
2
E(Bf””’K - Bﬁ“”’K) > Mt - sPHOK | forall |z — 5| < 6,

where M =

—

s = C7(1,v, K)87 ) and y = 2(8 - K»).
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Since BH()-K is a Gaussian process, then by Lemma 3.4 and the fact that the roles of
t and s are symmetric, we obtain the desired result. O

Remark 3.6. 1t is well known by Berman [7] that, for a zero-mean Gaussian process
X = (X(2); r € [0,T]) with bounded variance, the variance condition:

T pT N
/ / (BIX, — X,|*) " 2dsdt < +oo,
0 0

is sufficient for the local time L(#, x) of X to exist on [0, 7] almost surely and to be square
integrable as a function of x:

/Lz([a,b],x)dx <400, ([a,b] C [0,+c0]).
R

For more information on local time, the reader is referred to [8, 17, 32] and the references
therein. In our case, we obtain for any interval I with || < §:

_1
//(E|B?(t>’K—Bf(S)’K|2) 2dsdr < C'(u, 7, K)//It—sl_Ksuprle(r)dsdt < +00,
1J1 1J1

because K sup,..; H(r) < 1. Then BH().K possesses, on any interval I C [a, b] with
length || < 6, a local time which is square integrable as function of x. Finally, since
[a, b] is a finite interval, we can obtain the local time on [a, b] by a patch-up procedure,
i.e., we partition [a,b] into U}, [a;-1,a;], such that |a; — a;_1| < 6, and define:
L([a,b],x) = 2", L([ai,ai-1],x), where ap = a and a,, = b.

4. Local asymptotic self similarity property

The dependence of H( -) with respect to the time ¢ destroys all the invariance properties
that we had for the fBm. For example the mBm is no more self-similar, nor with stationary
increments. However, the authors in [22] showed that with the condition that H( -) is
S—Holder continuous with exponent 8 > 0 and sup, .+ H(f) < 8, the mBm is locally
asymptotically self-similar, (LASS for short), in the following sense:

H(t+pu) H(t)
Bt+pupu - Bt

loli—)r{)l*' S ;u>0]= (B, "5 u>0),
where BuH(t) is a fBm with Hurst parameter H(¢), and z stands for the convergence
of finite dimensional distributions. Some authors use the term localizability for locally
asymptotically self-similarity, (see Falconer [15, 16]).

Our process is an other example of Gaussian process who loses the self similarity
property when H depend on ¢. However, we show in the following result that it is LASS.
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Before we deal with the proof of our result, we need the following lemma proved by Ait
Ouabhra etal. [2, see Theorem 2.6].

Lemma 4.1. Let B-X g bfBm with parameters K € (0,1) and H € (0, 1). Then,
H.K H,K
Bt+pu - Bt
pHK

2
217Ku2HK.
p—0

Now, we are ready to state and prove our result.

Proposition 4.2. Consider H( -) a B-Holder continuous function with exponent 8 > 0
such that sup,so H(t) < 8, then BH()-K s [ ASS:

BH(t+pu),K _ BH(t),K
lirg( Iou ! ;uZO) 4 (ZI_KBMH(”K;MZO),
p—0*

pH(t)K

where B K s q fBm with the Hurst parameter H(1)K.

Proof. We use the same arguments used in [23] in the case of the mBm, (see [23,
Proposition 5]). We prove the convergence in distribution by showing the following two
statements:

H (t+pu),K H(t),K
Bt+pu - Bt
E( pH(t)K p— 0, “.1)
H(t+pu),K H(t),K\2
Bl+pu - Bt >
E pH(I)K P o7, “4.2)
where,
H()K _ BH(t)K
2 _ Hl-K t+pu t _ Al-K 2H(1)K
o, =2 Var SHOK =2""u ,

and BP (DK s a fBm with the Hurst parameter H(¢)K.
We deal with (4.2) since (4.1) is obvious. We have:

H(t+pu). K pH(1),K \2
B Bt+p;pu _Bt )
pH(t)K
H(t+pu),K H(t),K\?2 H(t),K H(t),K\2

) Bt+p1:pu _Bt+pu B Bt+pu _Bt

- pH(t)K + pH(t)K
H(t+pu),K H(t).K\ [ pH(t).K H(1),K
R (Bt+p1:—pu _Bt+pu )(Bt+pu _Bt )

+ p2H (K
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In view of Proposition 3.1, and the fact that H( -) is S—Holder continuous function,
we have:
2

< C(K)

H (t+pu),K H(t),K
Bt+pu - Bt+pu

|H (1 + pu) = H(1)?
szH(t)

E

pH(t)K

< C/(K)(pu)z(ﬁ—KH(t))'
Since K sup, H(t) < 3, we get:
pH(+pu).K _ pH(1).K 2

t+pu t+pu

pH(t)K

E

)—>O as p— 0.

In view of Lemma 4.1, we know that:

H(1),K _ pH(1).K\?2
Bt+pu Bt 21—KM2H(t)K
pH(t)K p—0 )

Now, by Schwartz’s inequality, (1.1) and Proposition 3.1, we have:

t+pu t+pu t+pu

E

p2H (DK

(BH(t+pu),K _ BH(I),K)(BH(I),K _ B[H(t),K)‘|

H (t+pu),K H(t),K
Bt+pu - Bt+pu

pH(t)K

t+pu
pH(t)K

< |E

1 1
212 212
2 (BH(t),K _ Bf{(t),K) 2

< CpPHOKBHWOK 0 for p —> 0, since K sup H(?) < B.
t

Hence, we deduce that:

. (BH(t+pu),K _ BtH(t),K)2

t+pu

1-K , 2H(1)K
pH(t)K 2 u .

p—0

Consequently the LASS property is proved. O

5. Long range dependence

The long range dependence, (LRD for short), and long memory are synonymous notions.
LRD measures long-term correlated processes. LRD is a characteristic of phenomena
whose autocorrelation functions decay rather slowly. The presence and the extent of LRD
is usually measured by the parameters of the process. Most of the definitions of LRD
appearing in literature for stationary process are based on the second-order properties of
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a stochastic process. Such properties include asymptotic behavior of covariances, spectral
density, and variances of partial sums. The specialness of LRD is a connection between
long memory and stationarity, (see for example [29] in case of fBm and [25] and [28] in
case of bfBm). For our process B (*)-K we use the same arguments used in [4] in case
of standard mBm. Of course, the definitions must be adapted in our case since mBm and
our extension does not have stationary increments, (see for example [4]):

Definition 5.1.
(a) LetY be a second order process: i.e., ]E(YQ(t)) < +oo, forall t > 0. Y is said to
have a LRD if there exists a function a/(s) taking values in (-1, 0) such that:

Vs>0, cory(s,s+h)= h*S) as b tends to +oo,

covy (s,1)

VE(Y2(s))E(Y2 (1))

where cory (s, 1) :=

(b) LetY be a second-order process. Y is said to have a LRD if:

+00

Vs>0,¥5>0, Z|cory(s,s+ k6)| = +co.
k=0

In the next propositions, we prove some results about covariances and correlations
of our process and its increments. In the sequel, we denote f(f) ~ g(z) if there exist

0 < ¢ < d < +o0 such that for all sufficiently large ¢: ¢ < % < d. We put: cov(t,s) :=

RP()-K (¢ ) the covariance function of our process B (-)-K and cor(z, 5) its correlation
function.

5.1. Asymptotic behavior of the covariance and the correlation of B7(*)-X

Proposition 5.2. When t tends to infinity, and for all fixed s > 0, we have:
(1) K(H(t) + H(s)) < 1 = cov(t,s) = t(HO+H)(K=1)
(i) K(H(t) + H(s)) > 1 = cov(z, s) = (KHO+H(s)-1
(iii) K(H(t)+ H(s)) <1 = cor(z,s) =t H®,

(v) K(H(t) + H(s)) > 1 = cor(t, s) ~ tKHG)=1,
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Proof.

)* are bounded. We have:

(i) and (ii). Firstly, Recall that H(r) + H(s) and (D (H(t), H(s)

cov(t,s) = (D(H(t)’H(S)))kt(H(tHH(s))K

s\H@O+H()\ K s |(H(t)+H (s))K
(1+(_) ) _|l t‘ ]

Consequently, the Taylor expansion as ¢ — +oo, gives:

cov(t, s) ~ KD(H(I)’H(S))K[SH(f)+H(S)[(H(I)+H(s))(K—l)
+ (H(t) + H(s))stK HOHED -1
where the leading term is:
K(D(H(t), H(s))) " s"O+H ) (HOHE KD K(H (1) + H(s)) < 1,
and,
K(D(H(t), H(5)))* (H(1) + H(s))stKHOHE)=1 3¢ K(H(1) + H(s)) > 1.

(iii) and (iv). Using once again a Taylor expansion of:

(¢H(O+H () +SH(t)+H(s))K |t — 5| (H@O+H()K

cor(t, s) == (D(H(1), H(s)))" SKH(s)(KH(1) ’

where the leading term in this case is:
K(D(H(1), H(s))) s O+ (1=K H () ~HOK=DH) i K(H(7) + H(s)) < 1,
and,

K(D(H(t), H(5)))* (H(t) + H(s))KHO =1 =KHG) ¢ K(H(r) + H(s)) > 1. O

Since both —H(¢) and KH(s) — 1 belong to (-1, 0) for all ¢, s, we have the following
result:

Corollary 5.3. For all admissible H(t), our process B2()-X has LRD in the sense
of Definition 5.1(b). If for all s K(H(t) + H(s)) > 1 for all sufficiently large t, then
BHC)-K pas LRD in the sense of Definition 5.1(a), with functional LRD exponent:
a(s) =KH(s) - 1.
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5.2. Asymptotic behavior of the covariance and the correlation of the incre-
ments of BH()-K

In the following results, to simplify the notation, let us denote:
L(s,t) :=max(H(t) + H(s),H(t+ 1)+ H(s),H(t) + H(s + 1), H(t + 1) + H(s + 1)).

Proposition 5.4. Let Y be the unit time increments of BEC)-K: v (1) = BtIﬁH])’K -

B?([)’K. Then, when t tends to infinity, and for all fixed s > 0 such that the four quantities:
H(t)+H(s), Ht+1)+H(s), Ht)+H(s+1),and H(t + 1) + H(s + 1) are all different,
we have:

(i) KL(s,1) <1 = covy(t,s) =~ tLs:DK=1)

(i) KL(s,t) > 1 = covy(t,s) = tKL(s:0)=1
(iii) KL(s,7) < 1 = cory(t,s) = t~Kmax(H (). H(r+1))
(iv) KL(s,1) > 1 = cory(t,s) = (Kmax(H(s).H(s+1)=1

Proof.
(1) and (ii). By definition, we have:
covy(t,s) =cov(t+1,s+ 1) —cov(t+1,s) —cov(t,s+ 1) +cov(t,s).

Applying the Taylor expansion to each covariance, we obtain:

e if KL(s,t) < 1, from Proposition 5.2, it follows that:

covy (1, 5) = EDE=D,

e ifatleastone of K(H(r)+ H(s)); K(H(t+ 1)+ H(s)); K(H(t) + H(s + 1)) and
K(H(t+ 1)+ H(s + 1))) is greater than one, the order of covy (¢, s) will be the
maximum of these value, since they all differ. More precisely, denoting (#’, s”)
the couple where the maximum of H(¢)+ H(s); H(t+1)+H(s); H(t)+H(s+1)
and H(t+ 1) + H(s + 1) is attained, we get:

covy (1, 5) = K(D(H(1), H(5)))* (H(t") + H(s")) s’ KHE)+H (D) =1

+0(I/K(H(t’)+H(s’))—l)'
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(iii) and (iv). Again, this is simply obtained using Proposition 5.2 and the fact that
E(Y*(t)) = O (2K max(H(").H{+D)) if {(¢) and H(z + 1) differ (otherwise cancellation
occur and the leading term is different). The exponent in the case where KL(s, ) > 1
results from the identity :

max(H(t)+ H(s),H(t+1)+H(s),H@t)+H(s+1),H(r+ 1) + H(s + 1))
—max(H(1); H(t + 1)) = max(H(s),H(s +1)). O

Corollary 5.5. For all admissible H(t), our process B )-X has LRD in the sense of
Definition 5.1(b). If, for all s, KL(s,t) > 1, for all sufficiently large t, the increments of
BHC)-K pave LRD in the sense of Definition 5.1. As well as in the sense of Definition 5.1 (a),
with functional long range dependence exponent «(s) = K max (H(s), H(s + 1)) — 1.

Proof. Obviously, both K max(H(s), H(s+ 1)) — 1 and —K max(H (¢), H(t + 1)) belong
to (—1;0). O

5.3. Conclusion and Outlook

(1) It will be interesting to study a general case of Gaussian process of the form
BH().K(*) where both the parameters H and K depend on the time 7.

(i) A response of the problem of the decomposition in law of our process will be
useful to generalize a popular results for the bfBm like the existence and the
Holder regularities of its local time, (see [2] in case of bfBm and [8] in case of
mBm).

(iii) For future work, we plan to study the natural question of the local non-determinism
property of local time, (LND for short). This property is useful to prove the joint
continuity and the Hoder regularity of local time. It is introduced by Berman [7],
and based on the relative conditioning error:

_ Var (X, = Xo, | Xeys . Xi,, }
P Var {ti - ti,l}

where for p > 2, #; < ... <t, are arbitrary ordered points in an open interval
J. To estimate V), in the case of mBm, Boufoussi etal. [8] have used an integral
representation with respect to the Brownian motion. In case of bfBm, by using
the Lamperti’s transform [21] based on the self-similarity property, Tudor and
Xiao [31] have proved a strong property then LND, called the strongly locally
non-deterministic. Therefore they obtained the joint continuities of local times.
For our process, we propose study the LND property by using the LASS property.
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