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Hardy–Littlewood–Sobolev Inequality for Upper Half Space
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SANJAY PARUI

Abstract

We define an extension operator and study \((L^p, L^q)\) boundedness of Hardy–Littlewood–Sobolev inequality and weighted Hardy–Littlewood–Sobolev inequality on upper Half space for the Dunkl transform.

1. Introduction and Main Theorems

Weighted inequalities have applications in problems of Harmonic analysis and partial differential equations. Hardy–Littlewood–Sobolev and weighted Hardy–Littlewood–Sobolev inequality have attracted a great attention to many people and it has been extended from Euclidean space to other manifolds. One of the simplest manifolds with boundary is upper-half space \(\mathbb{R}^N \times (0, \infty)\). The Hardy–Littlewood–Sobolev (HLS) inequalities are equivalent to \((L^p, L^q)\) boundedness of the convolution with the Riesz potential. Parallel to the potential equation \(\Delta u = f\) on \(\mathbb{R}^N\), one can consider the Laplacian on \(\mathbb{R}^N \times (0, \infty)\) with Neumann boundary condition. For \(f \in C^\infty_0(\mathbb{R}^N)\) \(N \geq 2\) the pointwise solution of the equation

\[
-\Delta u(x, x_{N+1}) = 0 \quad \text{for } x_{N+1} > 0 \text{ and } x \in \mathbb{R}^N
\]

\[u_{x_{N+1}}(x, 0) = -f(x) \quad \text{for } x \in \mathbb{R}^N\]

is equivalent to up to a constant multiplier and harmonic function, the following integral equation

\[u(x) = \int_{\mathbb{R}^N} \frac{f(y)}{(|x - y|^2 + x_{N+1}^2)^{\frac{N+1}{2}}} \, dy. \quad (1.1)\]

This equation can be viewed of another type of harmonic extension of \(f\). With this motivation Dou and Zhu [2] introduced the extension operator

\[E_{\alpha} f(x, x_{N+1}) = \int_{\mathbb{R}^N} \frac{f(y)}{(|x - y|^2 + x_{N+1}^2)^{\frac{N+1-\alpha}{2}}} \, dy\]
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for $\alpha \in (1, N + 1)$ and studied the sharp Hardy-Littlewood-Sobolev inequalities for $E_{\alpha}$ and it’s dual operator. Dou [4] also proved double weighted HLS inequality on the upper half space and study the existence of extremal functions for the sharp inequality. Dunkl transform is one of the generalizations of classical Fourier transform and many important classical results have been extended to the $\mathbb{R}^N$ with Dunkl weight. Boundedness of Riesz potential for Dunkl transform was first proved by Thangavelu and Xu in [10] and a different proof was given by Gorbachev et al. [5]. Same authors of [5] proved sharper weighted HLS inequality (Stein–Weiss inequality) with Dunkl weight and found the sharp constant for $p = q$ in [6]. Our main goal in this paper is to define the extension operator $E_{\alpha}^k$ analogous to $E_{\alpha}$ and prove the HLS inequality and weighted HLS inequality associated with the Dunkl transform on the manifold $\mathbb{R}^N \times (0, \infty)$.

Let $(\cdot, \cdot)$ denote the standard inner product on $\mathbb{R}^N$ and $| \cdot | := \sqrt{(\cdot, \cdot)}$. Let $R \subset \mathbb{R}^N \setminus \{0\}$ be a finite set. Then $R$ is called a root system, if $R \cap R \alpha = \{ \pm \alpha \}$ for all $\alpha \in R$ and $\sigma_{\alpha}(R) = R$ for all $\alpha \in R$. A root system can be written as the disjoint union of $R_+ \cup (-R_+)$ and these $R_+$ and $(-R_+)$ are separated by a hyper plane passing through the origin. This $R_+$ is called as the positive roots of the root system. The subgroup $G = G(R) \subseteq O(N, \mathbb{R})$ which is generated by reflections $\{ \sigma_{\alpha} : \alpha \in R \}$ is called reflection group (or Coxeter-group) associated with $R$. A $G$-invariant function $k$ defined on $R$, is called as a multiplicity function. We fix a reflection group $G$ and a multiplicity function $k$. We can define the $G$-invariant homogeneous weight function $h_\gamma^2(x) = \prod_{\alpha \in R_+} |(x, \alpha)|^{2k(\alpha)}$ of degree $2\gamma_k$, where $\gamma_k := \sum_{\alpha \in R_+} k(\alpha)$. Let $d_k := N + 2\gamma_k$ and $d\mu_\gamma(x) = k(x)dx$, where

$$c_k^{-1} = \int_{\mathbb{R}^N} e^{-\frac{|x|^2}{2}} h_\gamma^2(x)dx = 2^{-\frac{d_k}{2}} \Gamma \left( \frac{d_k}{2} \right).$$

For $j \in \{1, 2, \ldots, N\}$ the differential-difference operators $T_j$ (the Dunkl operators) are defined by

$$T_j f(x) := \partial_j f(x) + E_j f(x), \ f \in C^1(\mathbb{R}^N)$$

where $E_j f(x) = \sum_{\alpha \in R_+} k(\alpha) \alpha_j f(x) - f(\sigma_{\alpha}x)_{(\alpha, x)}$ and $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_N)$. The Dunkl operators $T_j$ is a generalization of the partial differential operator in the classical analysis. For a fixed $y \in \mathbb{R}^N$, it is known that there exists a unique analytic solution $f(x) = E_k(x, y)$ for the system $T_i f = y_i f$; $1 \leq i \leq N$ satisfying $f(0) = 1$. The kernel $E_k(x, y)$ is called the Dunkl kernel and it is clearly a generalization of the exponential functions $e^{(x,y)}$. Dunkl transform is defined as a generalization of Fourier transform. For $u \in L^1(\mathbb{R}^N, d\mu_\gamma(x))$, its Dunkl Fourier transform is defined by

$$\mathcal{F}_k u(\xi) = \int_{\mathbb{R}^N} u(x) E_k(-i\xi, x)d\mu_\gamma(x).$$
Dunkl translation operator is defined through the Dunkl transform. The Dunkl translation \( \tau^k_y f \) is defined by \( \mathcal{F}_k (\tau^k_y f) (\xi) = E_k(iy, \xi) \mathcal{F}_k f (\xi) \) and it makes sense for all \( f \in L^2(\mathbb{R}^N, d\mu_k(x)) \) as \( E_k(iy, \xi) \) is a bounded function. Dunkl translation has the property; \( \tau^k_y f(x) = \tau^k_{-x} f(-y) \). We refer [7, 9, 10] and the references there in for further reading on Dunkl kernel and Dunkl transform. Let \( L^p(\mathbb{R}^N, d\mu_k) \) be the space of complex valued measurable functions \( f \) such that

\[
\|f\|_{p, d\mu_k} = \left( \int_{\mathbb{R}^N} |f(x)|^p d\mu_k(x) \right)^{\frac{1}{p}} < \infty
\]

and \( L^p(\mathbb{R}^N \times (0, \infty), d\mu_k dx_{N+1}) \) be the space of complex valued measurable functions \( g \) such that

\[
\|g\|_{p, d\mu_k dx_{N+1}} = \left( \int_{\mathbb{R}^N} |g(x, x_{N+1})|^p d\mu_k(x) dx_{N+1} \right)^{\frac{1}{p}} < \infty.
\]

Thangavelu and Xu [10] defined the Riesz potential \( I^k_\alpha \) associated to Dunkl operator on Schwartz space by

\[
I^k_\alpha f(x) = (\gamma^k_\alpha)^{-1} \int_{\mathbb{R}^N} \tau^k_{-y} f(x) |y|^{\alpha-d_k} d\mu_k(y),
\]

where \( 0 < \alpha < d_k \) and \( \gamma^k_\alpha = 2^{\alpha-d_k} \Gamma(\alpha/2) / \Gamma((d_k - \alpha)/2) \). Maximal function \( M_k f \) defined for \( f \in \mathcal{S}(\mathbb{R}^N) \) was introduced and studied by Thangavelu and Xu [10] as follows

\[
M_k f(x) = \sup_{r>0} \frac{|(f *_{k} \chi_{B_r})(x)|}{\int_{\mathbb{R}^N} \chi_{B_r}(x) d\mu_k(x)},
\]

where \( \chi_{B_r} \) is the characteristic function of the Euclidean ball \( B_r \) of radius \( r \) centered at the origin. Later Deleaval [3] proved a refined scalar maximal theorem. With these notations we can state the results of Gorbachev et al. [6] as follows.

**Theorem 1.1.** Let \( N \in \mathbb{N}, 1 \leq p \leq q < \infty, \gamma < \frac{d_k}{q}, \gamma + \beta \geq 0, 0 < \alpha < d_k \) and \( \alpha - \gamma - \beta = d_k (\frac{1}{p} - \frac{1}{q}) \).

(a) If \( 1 < p \leq q < \infty \) and \( \beta < \frac{d_k}{p} \) then

\[
\|[x]^{-\gamma} I^k_\alpha f\|_{q, d\mu_k} \leq C(\alpha, \beta, \gamma, p, q, d_k) \|[x]^\beta f\|_{p, d\mu_k} \tag{1.2}
\]

with the sharp constant \( C(\alpha, \beta, \gamma, p, q, d_k) \). Moreover for \( p = q \) the sharp constant is given by

\[
C(\alpha, \beta, \gamma, p, p, d_k) = 2^{-\alpha} \frac{\Gamma\left(\frac{1}{2}(\frac{d_k}{p} - \gamma)\right) \Gamma\left(\frac{1}{2}(\frac{d_k}{p} - \beta)\right)}{\Gamma\left(\frac{1}{2}(\frac{d_k}{p} + \gamma)\right) \Gamma\left(\frac{1}{2}(\frac{d_k}{p} + \beta)\right)}.
\]
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(b) If \( p = 1, 1 < q < \infty, \beta \leq 0 \) and \( \lambda > 0 \), then for \( f \in \mathcal{S}(\mathbb{R}^N) \)

\[
\int_{\{x \in \mathbb{R}^N : |x|^{-\gamma} |\mathcal{E}_\alpha f(x)| > \lambda\}} d\mu_k(x) \leq \left( \frac{\| |p| f \|_{{1, \text{d} \mu_k}}}{\lambda} \right)^q.
\]

Dou and Zhu [2] established the following HLS inequality for the extension operator \( \mathcal{E}_\alpha \) on the upper half space.

**Theorem 1.2.** For any \( 1 < \alpha < N + 1, 1 < p < \frac{N}{\alpha - 1} \) and

\[
\frac{1}{q} = \frac{N}{N + 1} \left( \frac{1}{p} - \frac{\alpha - 1}{N} \right)
\]

there is a best constant \( C(N, \alpha, p) > 0 \) such that

\[
\left( \int_{\mathbb{R}^N \times (0, \infty)} |\mathcal{E}_\alpha f(x, x_{N+1})|^q \, dx \, dx_{N+1} \right)^{\frac{1}{q}} \leq C(N, \alpha, p) \left( \int_{\mathbb{R}^N} |f(x)|^p \, dx \right)^{\frac{1}{p}}
\]

for all \( f \in \mathcal{S}(\mathbb{R}^N) \).

Using the weighted Hardy type inequality on the upper half space Dou [4] proved the following weighted HLS inequality for the extension operator \( \mathcal{E}_\alpha \).

**Theorem 1.3.** Let \( 1 \leq p \leq q < \infty, \gamma < \frac{N + 1}{q}, \beta < \frac{N}{p}, \gamma + \beta \geq 0, 1 < \alpha < N + 1, \) and

\[
\frac{1}{q} = \frac{N}{N + 1} \left( \frac{1}{p} - \frac{\alpha - \gamma - \beta - 1}{N} \right)
\]

then for \( 1 < p \leq q < \infty \) there is a best constant \( C(N, \alpha, p) > 0 \) such that

\[
\left( \int_{\mathbb{R}^N \times (0, \infty)} |x|^{-\gamma} |\mathcal{E}_\alpha f(x, x_{N+1})|^q \, dx \, dx_{N+1} \right)^{\frac{1}{q}} \leq C(N, \alpha, p) \left( \int_{\mathbb{R}^N} |x|^\beta |f(x)|^p \, dx \right)^{\frac{1}{p}}
\]

for all \( f \in \mathcal{S}(\mathbb{R}^N) \).

One can ask for the natural extension operator analogous to \( \mathcal{E}_\alpha \) in Dunkl setting and expect to extend the Theorem 1.1 on the upper half space.

We introduce an extension operator \( \mathcal{E}_\alpha^k \) for \( \alpha \in (1, d_k + 1) \) as the following integral operator which acts on \( f \in \mathcal{S}(\mathbb{R}^N) \) as

\[
\mathcal{E}_\alpha^k f(x, x_{N+1}) = (y_{\alpha - 1}^k)^{-1} \int_{\partial \mathbb{R}^N} f(y) \tau_{\alpha, -y} \left( \frac{1}{(x^2_N + |y|^2)^{d_k+1-\alpha}} \right) (y) \, d\mu_k(y)
\]

\[
= (y_{\alpha - 1}^k)^{-1} \int_{\partial \mathbb{R}^N} \tau_{\alpha, -y} f(x) \frac{1}{(x^2_N + |y|^2)^{d_k+1-\alpha}} \, d\mu_k(y),
\]

\[
\mathcal{E}_\alpha^k f(x, x_{N+1}) = \mathcal{E}_\alpha^k f(x, x_{N+1}) = (y_{\alpha - 1}^k)^{-1} \int_{\partial \mathbb{R}^N} f(y) \tau_{\alpha, -y} \left( \frac{1}{(x^2_N + |y|^2)^{d_k+1-\alpha}} \right) (y) \, d\mu_k(y)
\]

\[
= (y_{\alpha - 1}^k)^{-1} \int_{\partial \mathbb{R}^N} \tau_{\alpha, -y} f(x) \frac{1}{(x^2_N + |y|^2)^{d_k+1-\alpha}} \, d\mu_k(y),
\]
where \( (\gamma_k^{a-1}) = \frac{2^{a-1} \cdot \frac{d_k}{\Gamma\left(\frac{a}{\gamma_k}\right)}}{\Gamma\left(\frac{d_k}{\gamma_k}\right)} \). Our first main theorem is the following Hardy–Littlewood–Sobolev inequality on the upper half space.

**Theorem 1.4.** For \( 1 < \alpha < d_k + 1 \), \( 1 < p < \frac{d_k}{\alpha-1} \) and

\[
\frac{1}{q} = \frac{d_k}{d_k + 1} \left( \frac{1}{p} - \frac{\alpha - 1}{d_k} \right)
\]

there exist an optimal constant \( C(d_k, p, \alpha) > 0 \) such that

\[
\left( \int_{\mathbb{R}^N \times (0, \infty)} |E^k_{\alpha} f(x, x_{N+1})|^q \, d\mu_k(x) dx_{N+1} \right)^{\frac{1}{q}} \leq C(d_k, p, \alpha) \left( \int_{\mathbb{R}^N} |f(x)|^p \, d\mu_k(x) \right)^{\frac{1}{p}}
\]

for all \( f \in S(\mathbb{R}^N) \).

Also the map \( f \mapsto E^k_{\alpha} f \) is of weak type \((1, q)\).

A simple proof of HLS inequality for Dunkl operator was given by Gorbachev et.al. [5, Theorem 4.1] using the \( L^p \) boundedness of the spherical mean operator in the Dunkl setting. We will follow this approach with some modification to prove the Theorem 1.4.

The key point to prove the inequality (1.2) was to rewrite the inequality as a convolution inequality in the multiplicative group \( \mathbb{R}_+ \) with the Haar measure \( dr/r \) and then apply Hausdorff Young inequality for the multiplicative group \( \mathbb{R}_+ \). Our proof of the following weighted HLS inequality is inspired by the approach of Gorbachev et al. in proving the inequality (1.2).

**Theorem 1.5.** Let \( 1 \leq p < q < \infty \), \( \gamma < \frac{d_k+1}{q} \), \( \beta < \frac{d_k}{p'} \), \( \gamma + \beta > 0 \), \( 1 < \alpha < d_k + 1 \), and

\[
\frac{1}{q} = \frac{d_k}{d_k + 1} \left( \frac{1}{p} - \frac{\alpha - \gamma - \beta - 1}{d_k} \right).
\]

If \( 1 < p \leq q < \infty \), then

\[
(1) \quad \left( \int_{\mathbb{R}^N \times (0, \infty)} |(x, x_{N+1})|^{-\gamma} |E^k_{\alpha} f(x, x_{N+1})|^q \, d\mu_k(x) dx_{N+1} \right)^{\frac{1}{q}} \leq C(\alpha, \beta, \gamma, p, q, d_k) \left( \int_{\mathbb{R}^N} \|x|^\beta f(x)|^p \, d\mu_k(x) \right)^{\frac{1}{p}}.
\]

(2) If \( p = 1 \), \( 1 < q < \infty \), \( \beta \leq 0 \), then for \( f \in S(\mathbb{R}^N) \) and \( \lambda > 0 \)

\[
\int_{\{x \in \mathbb{R}^N : |x|^{-\gamma} |E^k_{\alpha} f(x, x_{N+1})| > \lambda\}} \, d\mu_k(x) dx_{N+1} \leq C \left( \frac{\| |x|^\beta f \|_{1, d\mu_k}}{\lambda} \right)^q.
\]
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We will first represent the extension operator $E_k^\alpha$ as a kernel operator and study basic properties of the kernel. Proof of the HLS inequality (1.4) is given in the Section 1. In Section 2 we stated an auxiliary lemma and proved sharp Hardy type inequalities which will be used to give a proof of the weighted HLS inequality in Section 3. We added an Appendix where the best constant for weighted HLS inequality in the case of $p = q$ is expressed as an integral involved with hypergeometric function.

For each $\alpha \in (1, d_k+1)$ we consider the extension operator which acts on $f \in S(\mathbb{R}^N)$ as

$$E_k^\alpha f(x) = (\gamma_{\alpha-1}^k)^{-1} \int_{\mathbb{R}^N} f(y) \tau_y^k \left( \frac{1}{(x_N^2 + |\cdot|^2)^{\frac{d_k+1-\alpha}{2}}} \right)(x) d\mu_k(y),$$

where $(\gamma_{\alpha-1}^k) = \frac{2^{\alpha-1} d_k^\alpha \Gamma \left( \frac{\alpha}{2} \right)}{\Gamma \left( \frac{d_k+1-\alpha}{2} \right)}$. If we denote

$$\Phi_k^\alpha((x,x_{N+1}), y) = \tau_y^k \left( \frac{1}{(x_N^2 + |\cdot|^2)^{\frac{d_k+1-\alpha}{2}}} \right)(x),$$

then the kernel of the operator $E_k^\alpha$ is $(\gamma_{\alpha-1}^k)^{-1} \Phi_k^\alpha((x,x_{N+1}), y)$. Therefore, using the integral identity

$$\frac{1}{|x|^{d_k+1-\alpha}} = \frac{1}{\Gamma \left( \frac{d_k+1-\alpha}{2} \right)} \int_0^\infty s^{\frac{d_k+1-\alpha}{2}-1} e^{-s|x|^2} ds \quad (1.6)$$

and the formula $\tau_y^k e^{-s|x|^2} (x) = e^{-s(|x|^2 + |y|^2)} E_k(\sqrt{2sx}, \sqrt{2sy}) ((9))$

$$\Phi_k^\alpha((x,x_{N+1}), y) = \tau_y^k \left( \frac{1}{(x_N^2 + |\cdot|^2)^{\frac{d_k+1-\alpha}{2}}} \right)(x)$$

$$= \frac{1}{\Gamma \left( \frac{d_k+1-\alpha}{2} \right)} \int_0^\infty e^{-sx_N^2} s^{\frac{d_k+1-\alpha}{2}} e^{-s(|x|^2 + |y|^2)} E_k(\sqrt{2sx}, \sqrt{2sy}) ds.$$

Now writing $x = rx'$, $y = ry'$ and changing the variable $s \to \frac{s}{r^2}$ we find

$$\Phi_k^\alpha((x,x_{N+1}), y)$$

$$= \frac{1}{\Gamma \left( \frac{d_k+1-\alpha}{2} \right)} r^{-d_k-1+\alpha} \int_0^\infty e^{-\frac{sx_N^2}{r^2}} \frac{d_k+1-\alpha}{2} e^{-u(1+\frac{t^2}{r^2})} E_k \left( \sqrt{2ux'}, \sqrt{2u} \frac{t}{r} y' \right) du$$

$$= \frac{1}{\Gamma \left( \frac{d_k+1-\alpha}{2} \right)} r^{-d_k-1+\alpha} \Phi_k^\alpha \left( \left( x', \frac{x_{N+1}}{r} \right), \left( \frac{t}{r}, y' \right) \right).$$
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If we use the change of variable $s \to \frac{\sigma}{\tau}$ then we obtain

$$\Phi^k_{\alpha}((x, x_{N+1}), y) = \frac{1}{\Gamma\left(d_k + \frac{\alpha}{2}\right)} \frac{\tau^{d_k - 1 + \alpha}}{r^{d_k - 1 + \alpha}} \Phi^k_{\alpha} \left((x', \frac{x_{N+1}}{r}), \frac{r}{r} y'\right).$$

Let $d\sigma_k(x') = a_k h_k^2(x')d\sigma(x')$ be the normalized surface measure on $S^{N-1}$. Then we find $d\mu_k(x) = b_k r^{d_k-1} dr d\sigma_k(x')$, where $b_k^{-1} = 2^{\frac{d_k}{2}} \Gamma\left(\frac{d_k}{2}\right)$. From [6, p. 12] we note down the formula

$$\int_{S^{N-1}} \tau^k_{-t y'}(e^{-s |t|^2})(r x') d\sigma_k(x') = \frac{\Gamma\left(\frac{d_k}{2}\right)}{\Gamma(1/2)\Gamma\left(\frac{d_k - 1}{2}\right)} \int_0^\pi e^{-s (r^2 t^2 - 2 r t \cos \phi)} \sin^{d_k - 2} \phi d\phi$$

and

$$\int_{S^{N-1}} \tau^k_{-t y'}(e^{-s |t|^2})(r x') d\sigma_k(y') = \frac{\Gamma\left(\frac{d_k}{2}\right)}{\Gamma(1/2)\Gamma\left(\frac{d_k - 1}{2}\right)} \int_0^\pi e^{-s (r^2 t^2 - 2 r t \cos \phi)} \sin^{d_k - 2} \phi d\phi.$$

Hence from the definition of $\Phi^k_{\alpha}((x, x_{N+1}), y)$ we get

$$\int_{S^{N-1}} \Phi^k_{\alpha}((x', t x_{N+1}), t y') d\sigma_k(x') = \int_{S^{N-1}} \Phi^k_{\alpha}((x', t x_{N+1}), t y') d\sigma_k(y') = \frac{\Gamma\left(\frac{d_k}{2}\right)}{\Gamma(1/2)\Gamma\left(\frac{d_k - 1}{2}\right)} \int_0^\pi (t^2 x_{N+1}^2 + 1 + t^2 - 2 t \cos \phi)^{\alpha - d_k - 1} \sin^{d_k - 2} \phi d\phi$$

$$:= \Phi^k_{\alpha,0}((1, x_{N+1}), t).$$

(1.7)

For radial functions $f \in S(\mathbb{R}^N)$ we have the following formula [7]

$$\tau^k_y f(x) = \int_{\mathbb{R}^N} f_0(\sqrt{|x|^2 + |y|^2 - 2(y, \eta)}) d\mu^k_\chi(\eta),$$

where $f_0(|x|) = f(x)$ and $\mu^k_\chi$ is the probability measure with $\text{supp } \mu^k_\chi \subset \{\eta : |\eta| \leq |x|\}$. Therefore using the identity (1.6) we find another expression for the kernel

$$\Phi^k_{\alpha}((x, x_{N+1}), y) = \frac{1}{\Gamma\left(d_k + \frac{\alpha}{2}\right)} \int_{\mathbb{R}^N} (|x|^2 + x_{N+1}^2 + |y|^2 - 2 < y, \eta >)^{\alpha - d_k - 1} d\mu^k_\chi(\eta).$$
Proof of Theorem 1.4

From the definition of the extension operator $E_k^{\alpha}$ we write using the polar coordinates

$$\gamma_{\alpha-1}^k E_k^{\alpha} f(x,x_{N+1}) = \int_0^\infty \int_{S^{N-1}} \tau_{x^2+y^2}(x) \frac{1}{(x_N^2 + t^2)^\frac{2}{2}} \, d\sigma(y') t^d_{k-1} \, dt$$

$$= \int_0^\infty T_f(x) \frac{1}{(x_N^2 + t^2)^\frac{2}{2}} \, t^d_{k-1} \, dt$$

where

$$T_f(x) = \int_{S^{N-1}} \tau_{x^2+y^2}(x) \, d\sigma(y').$$

Using the integral Minkowski’s inequality we get

$$\gamma_{\alpha-1}^k \left( \int_{\mathbb{R}^N} |E_k^{\alpha} f(x,x_{N+1})|^q \, dx_{N+1} \right)^{\frac{1}{q}} \leq \int_0^\infty |T_f(x)| \left( \int_0^\infty \frac{1}{(x_N^2 + t^2)^{2q(d_k+1)/2}} \, dx_{N+1} \right)^{\frac{1}{q}} \, t^d_{k-1} \, dt$$

$$\leq \int_0^\infty |T_f(x)| t^{-(d_k-(\alpha-1)^q/2)} \, t^d_{k-1} \, dt.$$

We write for $R > 0$

$$I = \int_0^R |T_f(x)| t^{-(d_k-(\alpha-1)^q/2)} \, t^d_{k-1} \, dt$$

$$= \int_0^R |T_f(x)| t^{-(d_k-(\alpha-1)^q/2)} \, t^d_{k-1} \, dt + \int_R^\infty |T_f(x)| t^{-(d_k-(\alpha-1)^q/2)} \, t^d_{k-1} \, dt$$

$$= I_1 + I_2.$$

Rösler [7] proved that $T'$ is a positive operator on $C^\infty(\mathbb{R}^N)$ and hence

$$I_1 \leq \int_0^R T_f(x) t^{-(d_k-(\alpha-1)^q/2)} \, t^d_{k-1} \, dt.$$

Now we can proceed as [5] and keeping in mind the relation (1.3) to get the estimate

$$I_1 \leq R^{d_k-(\alpha-1)^q/2} |M_k| f(x) \quad \text{and} \quad I_2 \leq R^{d_k-(\alpha-1)^q/2} \|f\|_{\nu,\alpha k}$$

Choosing $R^{d_k-(\alpha-1)^q/2} = (M_k|f(x)|/\|f\|_{\nu,\alpha k})$ we find

$$I \leq (M_k|f(x)|)^{p/q} (\|f\|_{\nu,\alpha k})^{1-p/q}. \quad (1.8)$$
for $1 \leq p < q$. Using the fact that for $p > 1$, $\|M_k|f||_{p, d\mu_k} \lesssim \|f\|_{p, d\mu_k}$ and the inequality (1.8) we have for $1 < p < q$

$$\left( \int_{\mathbb{R}^N \times (0, \infty)} |E^k_\alpha f(x, x_{N+1})|^q d\mu_k(x) dx_{N+1} \right)^{\frac{1}{q}} \lesssim \|M_k|f||_{p, d\mu_k} \|f\|_{p, d\mu_k}^{1-\frac{p}{q}} \lesssim \|f\|_{p, d\mu_k}.$$ 

Since the maximal function $M_k$ is of weak type $(1, 1)$, putting $p = 1$ in (1.8) we conclude the map $f \mapsto E^k_\alpha f$ is weak $(1, q)$.

## 2. Auxiliary Lemma and Hardy type Inequalities

We define the operators $V$ and $W$ analogous to the Hardy operator and Bellman operator defined in [6]

$$Wf(x, x_{N+1}) = \int_{|y| \leq |(x, x_{N+1})|} f(y) d\mu_k(y)$$

and

$$Vg(y) = \int_{|(x, x_{N+1})| \leq |y|} g(x, x_{N+1}) d\mu_k(x) dx_{N+1}.$$ 

Our interest to prove the following weighted Hardy type inequalities

$$\||x, x_{N+1})|^{-a}Wf\|_{p, d\mu_k, dx_{N+1}} \leq c^W_k (a, b, p) \||y|^b f\|_{p, d\mu_k}$$

and

$$\||y|^{-a}Vg\|_{p, d\mu_k} \leq c^V_k (a, b, p) \||x, x_{N+1})|^b g\|_{p, d\mu_k, dx_{N+1}}.$$ 

with the sharp constant $c^W_k (a, b, p)$, $c^V_k (a, b, p)$.

We state here the following lemma which will be used to prove Hardy type inequalities and our main theorem.

### Lemma 2.1. Let $1 \leq p \leq \infty$ and $f \in L^p(\mathbb{R}^+\frac{dr}{r})$, $g \in L^1(\mathbb{R}^+\frac{dr}{r})$, $h \in L^{p'}(\mathbb{R}^+\frac{dr}{r})$. Then

\[
\left| \int_0^\infty \int_0^\infty h(r)f(t)g(r/t) \frac{dt}{t} \frac{dr}{r} \right| 
\leq \left( \int_0^\infty |h(t)|^p \frac{dt}{t} \right)^{\frac{1}{p}} \left( \int_0^\infty |f(t)|^p \frac{dt}{t} \right)^{\frac{1}{p}} \int_0^\infty |g(r)| \frac{dr}{r}.
\]

Moreover if we define the operator $A_g$ by

$$A_g f(r) = \int_0^\infty f(r/t)g(t) \frac{dt}{t}$$

and $g \geq 0$ then $\|A_g\|_{p \to p} = \|g\|_1$.

For a proof of this lemma we refer to [6].
Theorem 2.2. Let \( 1 \leq p \leq \infty \). Then there exists a sharp constant \( c_k^W(a, b, p) \) such that
\[
\| (x, x_{N+1}) |^{-a} W f \|_{p, d\mu_k \alpha x_{N+1}} \leq c_k^W(a, b, p) \| |x|^b f \|_{p, d\mu_k}.
\] (2.1)
if and only if \( b < \frac{d_k}{p} \) and \( a + b = d_k + \frac{1}{p} \).

Moreover \( c_k^W(a, b, p) = \frac{b_k}{p} - b \left( \frac{1}{2} \frac{\Gamma(1/2) \Gamma(d_k + 1)}{\Gamma(d_k + 1/2)} \right)^{1/p} \).

Proof. Consider the modified operator
\[
\widetilde{H} f(x, x_{N+1}) = \int_{|y| \leq (x^2 + x_{N+1}^2)^{1/2}} |y|^{-b} f(y) \, d\mu_k(y).
\]
Using the polar coordinates the operator \( \widetilde{H} \) can be written as
\[
\widetilde{H}(f)(rx', r x_{N+1}) = b_k \left( \int_{0}^{\infty} \int_{S^{N-1}} f(ty') g(r / t (1, x_{N+1})) t^{-b + d_k} d\sigma_k(y') \frac{dr}{t} \right),
\]
where \( g(t(1, x_{N+1})) = 1 \) if \( t^2 > (1 + x_{N+1}^2)^{-1} \), otherwise it is zero. We express \( \| (x, x_{N+1}) |^{-a} \widetilde{H} f \|_p \) as
\[
\int_{\mathbb{R}^N \times (0, \infty)} |(x, x_{N+1})|^{-a} \| \widetilde{H} f(x, x_{N+1}) \|^p \, d\mu_k(x) \, dx_{N+1}
\]
\[
= b_k \left( \int_{0}^{\infty} \int_{0}^{\infty} r^2 + x_{N+1}^2 \right)^{-a/p} \int_{S^{N-1}} r^{d_k} |\widetilde{H} f(rx', rx_{N+1})|^p d\sigma_k(x') \frac{dr}{r} \, dx_{N+1}
\]
\[
= b_k \left( \int_{0}^{\infty} \int_{0}^{\infty} (1 + x_{N+1}^2)^{-a/p} \right) \int_{S^{N-1}} r^{-a + d_k + 1} |\widetilde{H} f(rx', rx_{N+1})|^p d\sigma_k(x') \frac{dr}{r} \, dx_{N+1}.
\]
On the other hand
\[
\int_{\mathbb{R}^N} |f(x)|^p d\mu_k(x) = b_k \left( \int_{0}^{\infty} \int_{S^{N-1}} |\frac{d_k}{t} f(ty')|^p d\sigma_k(y') \frac{dt}{t} \right).
\]
Replacing \( f \) by \( |x|^{-d_k/p} f \) we have to show
\[
\int_{0}^{\infty} \int_{0}^{\infty} (1 + x_{N+1}^2)^{-a/p} \int_{S^{N-1}} r^{-a + d_k + 1} \left| \widetilde{H} \left( t^{-d_k/p} f \right) (rx', rx_{N+1}) \right|^p d\sigma_k(x') \frac{dr}{r} \, dx_{N+1}
\]
\[
\leq c_k^W(a, b, p) \int_{0}^{\infty} \int_{S^{N-1}} |f(ty')|^p d\sigma_k(y') \frac{dt}{t}.
\]
We set
\[
J = \int_{0}^{\infty} \int_{0}^{\infty} \int_{S^{N-1}} (1 + x_{N+1}^2)^{-a/p} \left| \widetilde{H} \left( t^{-d_k/p} f \right) (rx', rx_{N+1}) \right| h(rx', x_{N+1}) d\sigma_k(x') \frac{dr}{r} \, dx_{N+1}.
\]
Now
\[ \tilde{H}(\cdot, |\cdot|^{\frac{d_k}{p}} f) (x', x_{N+1}) = b_k r^{-\frac{b + d_k}{p}} \int_0^\infty \int_{S^{N-1}} f(ty') g(r/t(1,x_{N+1})) \left( \frac{r}{t} \right)^{\frac{b - d_k}{p}} d\sigma_k(y') \frac{dt}{t}. \]

Hence by Lemma 2.1 we obtain
\[ J \leq b_k \int_0^\infty \int_{S^{N-1}} \int_{S^{N-1}} (1 + x_{N+1}^2)^{-\frac{a}{2}} \left( |h(x', x_{N+1})| \frac{dr}{r} \right)^{\frac{1}{p}} \left( \int_0^\infty |f(ty')| \frac{dt}{t} \right)^{\frac{1}{p}} \]
\[ \int_0^\infty |g(t(1,x_{N+1}))| t^{\frac{b - d_k}{p}} \frac{dt}{t} d\sigma_k(x') d\sigma_k(y') dx_{N+1} \]
\[ \leq C_k^W (a, b, p) \left( \int_0^\infty \int_0^\infty \int_{S^{N-1}} |h(x', x_{N+1})| \frac{dr}{r} d\sigma_k(x') \frac{dt}{t} dx_{N+1} \right)^{\frac{1}{p}} \]
\[ \left( \int_0^\infty \int_{S^{N-1}} |f(ty')| \frac{dt}{t} \right)^{\frac{1}{p}}, \]

where \( C_k^W (a, b, p) = b_k \left( \int_0^\infty (1 + x_{N+1}^2)^{-\frac{a}{2}} \left( \int_0^\infty |g(t(1,x_{N+1}))| t^{\frac{b - d_k}{p}} \frac{dt}{t} \right)^p dx_{N+1} \right)^{\frac{1}{p}}. \)

Therefore we find
\[ C_k^W (a, b, p) = b_k \frac{1}{\frac{d_k}{p^2} - b} \left( \frac{1}{2} \frac{\Gamma(1/2) \Gamma \left( \frac{d_k - 1}{2} \frac{d_k + 1}{2} \right)}{\Gamma(d_k + 1)} \right)^{\frac{1}{p}}. \]

One can show the constant \( C_k^W (a, b, p) \) is optimal by taking a radial function \( f \) and then following the method used in [6]. If the inequality (2.1) holds then considering \( f_t(x) = f(tx) \) we can find the condition \( a + b = d_k + \frac{1}{p} \).

\( \Box \)

**Theorem 2.3.** Let \( 1 \leq p \leq \infty \). Then there exists a sharp constant \( c_k^V (a, b, p) \) such that
\[ \| |y|^{-a} V g \|_{\rho, d\mu_k} \leq c_k^V (a, b, p) \| (x, x_{N+1}) |^b g \|_{\rho, d\mu_k, dx_{N+1}} \]  
(2.2)

if and only if \( b < \frac{d_k + 1}{p^{}}} \), \( a + b = d_k + \frac{1}{p} \) and
\[ c_k^V (a, b, p) = \frac{b_k}{\frac{d_k + 1}{p^2} - b} \left( \frac{1}{2} \frac{\Gamma(1/2) \Gamma(\frac{d_k - 1}{2})}{\Gamma(\frac{d_k + 1}{2})} \right)^{\frac{1}{p}}. \]
Proof. We consider the modified operator
\[ \tilde{B}g(y) = \int \frac{|(x, x_{N+1})|^{-b} g(x, x_{N+1}) d\mu_k(x)}{(x, x_{N+1}) \in \{(x, x_{N+1}) : |x-y| \leq \varepsilon \}}. \]

Using the polar coordinates we can write
\[
\tilde{B}g(ty') = b \int_0^\infty \int_0^\infty \int_{S^{N-1}} \frac{r^{-b+dk+1} (1 + x_{N+1}^2)^{-\frac{b}{2}} g(rx', rx_{N+1}) f\left(\frac{t}{r} (x', x_{N+1})\right) d\sigma_k(x')}{r} dr dx_{N+1}.
\]

Proof. We consider the modified operator
\[ \tilde{B}g(y) = \int \frac{|(x, x_{N+1})|^{-b} g(x, x_{N+1}) d\mu_k(x)}{(x, x_{N+1}) \in \{(x, x_{N+1}) : |x-y| \leq \varepsilon \}}. \]

Using the polar coordinates we can write
\[
\tilde{B}g(ty') = b \int_0^\infty \int_0^\infty \int_{S^{N-1}} \frac{r^{-b+dk+1} (1 + x_{N+1}^2)^{-\frac{b}{2}} g(rx', rx_{N+1}) f\left(\frac{t}{r} (x', x_{N+1})\right) d\sigma_k(x')}{r} dr dx_{N+1}.
\]

Proof. We consider the modified operator
\[ \tilde{B}g(y) = \int \frac{|(x, x_{N+1})|^{-b} g(x, x_{N+1}) d\mu_k(x)}{(x, x_{N+1}) \in \{(x, x_{N+1}) : |x-y| \leq \varepsilon \}}. \]

Using the polar coordinates we can write
\[
\tilde{B}g(ty') = b \int_0^\infty \int_0^\infty \int_{S^{N-1}} \frac{r^{-b+dk+1} (1 + x_{N+1}^2)^{-\frac{b}{2}} g(rx', rx_{N+1}) f\left(\frac{t}{r} (x', x_{N+1})\right) d\sigma_k(x')}{r} dr dx_{N+1}.
\]

Proof. We consider the modified operator
\[ \tilde{B}g(y) = \int \frac{|(x, x_{N+1})|^{-b} g(x, x_{N+1}) d\mu_k(x)}{(x, x_{N+1}) \in \{(x, x_{N+1}) : |x-y| \leq \varepsilon \}}. \]

Using the polar coordinates we can write
\[
\tilde{B}g(ty') = b \int_0^\infty \int_0^\infty \int_{S^{N-1}} \frac{r^{-b+dk+1} (1 + x_{N+1}^2)^{-\frac{b}{2}} g(rx', rx_{N+1}) f\left(\frac{t}{r} (x', x_{N+1})\right) d\sigma_k(x')}{r} dr dx_{N+1}.
\]
Using the Lemma 2.1

\[
J \leq b_k \int_0^\infty \left(1 + x_{N+1}^2\right)^{-\frac{d}{2}+\frac{1}{p'}} \int_{S^{N-1}} \left(\int_0^\infty |h(ty')| |t'|^{\frac{1}{p'}} \frac{dt'}{t} \right)^{\frac{1}{p'}} \left(\int_0^\infty |g(rx', rx_{N+1})| |r|^{\frac{1}{p}} \frac{dr}{r} \right)^{\frac{1}{p}} \\
\int_0^\infty |f(r'x, x_{N+1})| |r'\frac{d}{p} - \frac{d_k+1}{p'}| \frac{dr}{r} \right)^{\frac{1}{p'}} \int_{S^{N-1}} \int_{S^{N-1}} \left(\int_0^\infty |g(rx', rx_{N+1})| |r|^{\frac{1}{p}} \frac{dr}{r} \right)^{\frac{1}{p}} \\
\left(\int_0^\infty |h(ty')| |t'|^{\frac{1}{p'}} \frac{dt'}{t} \right)^{\frac{1}{p'}} \int_{S^{N-1}} \int_{S^{N-1}} \left(\int_0^\infty |g(rx', rx_{N+1})| |r|^{\frac{1}{p}} \frac{dr}{r} \right)^{\frac{1}{p}} \\
\left(\int_{S^{N-1}} |h(ty')| |t'|^{\frac{1}{p'}} \frac{dt'}{t} \right)^{\frac{1}{p'}} \\
\leq C_k^V(a, b, p) \left(\int_0^\infty \int_0^\infty \int_{S^{N-1}} |g(rx', rx_{N+1})| |r|^{\frac{1}{p}} \frac{dr}{r} \right)^{\frac{1}{p}} \\
\left(\int_0^\infty \int_{S^{N-1}} |h(ty')| |t'|^{\frac{1}{p'}} \frac{dt'}{t} \right)^{\frac{1}{p'}} 
\]

where

\[
C_k^V(a, b, p) = \frac{b_k}{d_k+1 - b} \left(\int_0^\infty \left(1 + x_N^2\right)^{-\frac{d_k+1}{2}} \right)^{\frac{1}{p'}} \\
= \frac{b_k}{d_k+1 - b} \left(\frac{1}{2} \frac{\Gamma(1/2)\Gamma(\frac{d_k-1}{2})}{\Gamma(\frac{d_k+1}{2})} \right)^{\frac{1}{p'}} 
\]

One can show the constant \(C_k^V(a, b, p)\) is optimal by considering a function \(g(x, x_{N+1})\), radial in \(x\) and then following the method used in [6]. If the inequality (2.2) holds then considering \(g_t(x, x_{N+1}) = g(t(x, x_{N+1}))\) we can find the condition \(a + b = d_k + \frac{1}{p'}\). □

3. **Weighted Hardy–Littlewood–Sobolev Inequality**

In this section we will give a proof of the Theorem 1.5. In the classical case it was proved by Dou [4] using the weighted Hardy type inequality for upper half space. However we will reduce the inequality to a convolution inequality on \(\mathbb{R}_+\) with Haar measure \(\frac{dr}{r}\) and apply the Lemma 2.1. For the case \(p = q\) we are able to find the sharp constant in terms of integral involving hypergeometric function. We will closely follow the idea from [6]. First we will consider the case \(p = q\) and then it will be used together with (2.1) and 2.2 to prove the case \(1 < p < q\) by suitably decomposing the space \(\mathbb{R}^N \times (0, \infty) \times \mathbb{R}^N\) into three regions.
Proof of Theorem 1.5

Proof of (1). First we will consider the case $1 < p = q$. In this case from the equation (1.5) we have $\frac{1}{p} = \gamma + \beta + (1 - \alpha)$. Let us consider the modified operator

$$\tilde{E}_\alpha^k f (rx', x_{N+1}) = \int_{\mathbb{R}^N} f(y)|y|^{-\beta} \Phi^k((x,x_{N+1}),y)d\mu_k(y)$$

$$= \int_0^\infty \int_{S^{N-1}} f(ty')t^{-\beta+dk} \Phi^k ((rx', x_{N+1}), ty') d\sigma_k(y') \frac{dt}{t}.$$ 

Then it is equivalent to prove the inequality of the form

$$\left( \int_0^\infty \int_0^\infty (r^2 + x_{N+1}^2)^{-\frac{2p}{p}} r^d_k \int_{S^{N-1}} |\tilde{E}_\alpha^k f (rx', x_{N+1})|^p d\sigma_k(x') \frac{dr}{r} d\chi_{N+1} \right)^{\frac{1}{p}}$$

$$\leq C'(\alpha, \beta, \gamma, p, q, d_k) \left( \int_0^\infty \int_{S^{N-1}} |f(rx')|^p d\sigma_k(x') \frac{dr}{r} \right)^{\frac{1}{p}}.$$ 

By a change variable $x_{N+1}$ to $rx_{N+1}$ and replacing $f$ by $|\cdot|^{-\frac{d_k}{p}} f$, it is enough to show

$$\left( \int_0^\infty \int_0^\infty (1 + x_{N+1}^2)^{-\frac{2p}{p}} r^{-\gamma p + dk+1} \int_{S^{N-1}} |\tilde{E}_\alpha^k (r^{-\frac{d_k}{p}} f) (rx', x_{N+1})|^p d\sigma_k(x') \frac{dr}{r} d\chi_{N+1} \right)^{\frac{1}{p}}$$

$$\leq C' (\alpha, \beta, \gamma, p, q, d_k) \left( \int_0^\infty \int_{S^{N-1}} |f(rx')|^p d\sigma_k(x') \frac{dr}{r} \right)^{\frac{1}{p}}.$$ 

Recalling the fact that $\Phi^k((rx', x_{N+1}, ty')) = r^{-dk+1+\alpha} \Phi^k((x', \frac{r}{t} x_{N+1}), \frac{t}{r} y')$ together with the relation $\gamma + \beta + 1 - \alpha = \frac{1}{p}$ we can express $\tilde{E}_\alpha^k (r^{-\frac{d_k}{p}} f) (rx', x_{N+1})$ as an integral operator

$$\tilde{E}_\alpha^k (r^{-\frac{d_k}{p}} f) (rx', x_{N+1})$$

$$= b_k \int_0^\infty \int_{S^{N-1}} f(ty') t^{-\frac{dk+1}{p}} r^{-\gamma} \Phi^k \left( \left( x', \frac{r}{t} x_{N+1} \right), \frac{r}{t} y' \right) d\sigma_k(y') \frac{dt}{t}$$

$$= b_k r^{-\frac{d_k}{p}} \int_0^\infty \int_{S^{N-1}} f(ty') \Phi^k_{\alpha,1} (r/t, (x', x_{N+1}), y') d\sigma_k(y') \frac{dt}{t},$$

where

$$\Phi^k_{\alpha,1} (t, (x', x_{N+1}), y') = t^{-\gamma + \frac{dk+1}{p}} \Phi^k ((x', t x_{N+1}), ty').$$
We set
\[ J = b_k \int_0^\infty \int_0^\infty \int_{S^{N-1}} (1 + x_{N+1}^2)^{-\frac{\gamma}{2}} r^{-\gamma + \frac{d_k}{p}} E(\tilde{r}^{-\frac{d_k}{p}} f)(r' , x_{N+1}) h(r' , x_{N+1}) \, d\sigma_k(x') \, dr \, dx_{N+1}. \]

Our aim is to show
\[
|J| \leq C'(\alpha, \beta, \gamma, p, p, d_k) \left( \int_0^\infty \int_{S^{N-1}} |f(r')|^p \, d\sigma_k(x') \, dr \right)^{\frac{1}{p'}} \left( \int_0^\infty \int_{S^{N-1}} h(r', x_{N+1}) |^p \, d\sigma_k(x') \, dr \right)^{\frac{1}{p'}} ,
\]
where the constant \( C'(\alpha, \beta, \gamma, p, p, d_k) \) will be specified latter. Using the Lemma 2.1 we obtain
\[
|J| \leq \int_0^\infty \int_{S^{N-1}} \int_{S^{N-1}} (1 + x_{N+1}^2)^{-\frac{\gamma}{2}} \left( \int_0^\infty |h(r', x_{N+1})|^p \, dr \right)^{\frac{1}{p'}} \left( \int_0^\infty |f(t'y')|^p \, dt' \right)^{\frac{1}{p'}} \int_0^\infty \Phi^{k}_{\alpha,1}((t', (x', x_{N+1})), y') \, dr \, d\sigma_k(x') \, d\sigma_k(y') \, dx_{N+1}.
\]

Let
\[
\Phi^{k}_{\alpha,0}(1, x_{N+1}) = \int_{S^{N-1}} \int_0^\infty \Phi^{k}_{\alpha,1}((t', (x', x_{N+1})), y') \, dr \, d\sigma_k(x')
\]
\[
= \int_{S^{N-1}} \int_0^\infty \Phi^{k}_{\alpha,1}((t', (x', x_{N+1})), y') \, dr \, d\sigma_k(y')
\]
\[
= \int_0^\infty \Phi^{k}_{\alpha,0}((1, x_{N+1}), t) r^{-\gamma + \frac{d_k}{p}} \, dr.
\]

From the equation (1.7) and the fact \( \frac{1}{p} + \frac{1}{p'} = 1 \) we can write
\[
|J| \leq b_k \int_0^\infty (1 + x_{N+1}^2)^{-\frac{\gamma}{2}} \Phi^{k}_{\alpha,0}(1, x_{N+1}) \left( \int_0^\infty \int_{S^{N-1}} |h(r', x_{N+1})|^p \, d\sigma_k(x') \, dr \right)^{\frac{1}{p'}} \, dx_{N+1}
\]
\[
\leq C'(\alpha, \beta, \gamma, p, p, d_k) \left( \int_0^\infty \int_{S^{N-1}} |h(r', x_{N+1})|^p \, d\sigma_k(x') \, dr \, dx_{N+1} \right)^{\frac{1}{p'}} 
\]
\[
\leq \int_0^\infty \int_{S^{N-1}} |f(t'y')|^p \, d\sigma_k(y') \, dr \, dt',
\]
where
\[
\Phi^{k}_{\alpha,0}(1, x_{N+1}) = \int_{S^{N-1}} \int_0^\infty \Phi^{k}_{\alpha,1}((t', (x', x_{N+1})), y') \, dr \, d\sigma_k(x')
\]
\[
= \int_{S^{N-1}} \int_0^\infty \Phi^{k}_{\alpha,1}((t', (x', x_{N+1})), y') \, dr \, d\sigma_k(y')
\]
\[
= \int_0^\infty \Phi^{k}_{\alpha,0}((1, x_{N+1}), t) r^{-\gamma + \frac{d_k}{p}} \, dr.
\]
where $C'(\alpha, \beta, \gamma, p, p, d_k) = b_k \left( \int_0^\infty (1 + x_{N+1}^2)^{-\gamma/2} \left( \Phi_{\alpha, \beta}^k \right) (1, x_{N+1}) \right)^{\frac{1}{p}} < \infty$

which follows from the Remark 4.2 in the appendix. Thus it follows from Lemma 4.1 in the Appendix and the definition of $\mathcal{E}_\alpha^k$

$$||| \cdot |^{-\gamma} \mathcal{E}_\alpha^k f ||_{p, \mu_k, dx_{N+1}} \leq C(\alpha, \beta, \gamma, p, p, d_k) ||| \cdot |^\beta f ||_{p, \mu_k},$$

with

$$C(\alpha, \beta, \gamma, p, p, d_k) = \frac{2^{1-\alpha}}{\Gamma \left( \frac{\alpha - 1}{2} \right)} \left( \int_0^\infty (1 + x_{N+1}^2)^{-\frac{d_k + 1}{2}} \| F(a', b', c'; (1 + x_{N+1}^2)^{-1}) \|^p \ dx_{N+1} \right)^{\frac{1}{p}}.$$ 

One can show that the constant $C(\alpha, \beta, \gamma, p, p, d_k)$ is optimal by considering a function $f(x)$ which is radial and then following the argument used in [6].

**Case:** $1 < p < q < \infty$. We recall that

$$\tilde{\mathcal{E}}_\alpha^k f(x) = \int_{\mathbb{R}^N} f(y) \Phi_{\alpha}^k ((x, x_{N+1}), y) \, d\mu_k(y).$$

Here the kernel $\Phi_{\alpha}^k ((x, x_{N+1}), y)$ has the following expression

$$\Phi_{\alpha}^k ((x, x_{N+1}), y) = \frac{1}{\Gamma \left( \frac{\alpha - d_k}{2} \right)} \int_{\mathbb{R}^N} \left( |x|^2 + x_{N}^2 + |y|^2 - 2(y, \eta) \right)^{\frac{\alpha - d_k}{2}} \, d\mu_k^k(\eta),$$

and $\mu_k^k$ is the probability measure with $\text{supp} \mu_k^k \subset \{ \eta : |\eta| \leq |x| \}$. We define

$$J_{\alpha}^k = \int_0^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{f(y) \Phi_{\alpha}^k ((x, x_{N+1}), y)}{|(x, x_{N+1})|^{\gamma} |y|^{\beta}} \, d\mu_k(y) \, d\mu_k(x) \, dx_{N+1}.$$ 

Then it is sufficient to show

$$J_{\alpha}^k \lesssim ||f||_p ||g||_{q'} \quad (3.2)$$

for $f \in \mathcal{S}(\mathbb{R}^N)$, $g \in \mathcal{S}(\mathbb{R}^N \times (0, \infty))$ with $f, g \geq 0$. Note that for $\gamma = 0, \beta = 0$ and $\alpha$ satisfying $\frac{1}{\alpha} = \frac{d_k}{d_k + 1} \left( \frac{1}{p} - \frac{\alpha - 1}{d_k} \right)$ the inequality (3.2) holds by Theorem 1.4. Essentially following the idea of Stein [8], the domain $\mathbb{R}^N \times (0, \infty) \times \mathbb{R}^N$ is decomposed into three domains $F_1, F_2, F_3$ and the integral on each domain is estimated to apply the Theorem 1.4. Let $\mathbb{R}^N \times (0, \infty) \times \mathbb{R}^N = F_1 \cup F_2 \cup F_3,$ where

$$F_1 = \left\{ ((x, x_{N+1}), y) : \frac{1}{2} |y| < |(x, x_{N+1})| < 2|y| \right\},$$

$$F_2 = \left\{ ((x, x_{N+1}), y) : |(x, x_{N+1})| < \frac{1}{2} |y| \right\},$$

$$F_3 = \left\{ ((x, x_{N+1}), y) : |y| < \frac{1}{2} |(x, x_{N+1})| \right\}.$$
Then \( J^k \) is given by

\[
J^k_{\alpha, i} = \int_{F_i} \frac{f(y)g(x, x_{N+1})\Phi^k_{\alpha}((x, x_{N+1}), y)}{|(x, x_{N+1})|^\gamma |y|^\beta} \, d\mu_k(x) dx_{N+1},
\]

where

\[
\Phi^k_{\alpha}((x, x_{N+1}), y) = |x|^\alpha |y|^{\beta-\alpha-1} |x_{N+1}|^\gamma |y|^\beta.
\]

Estimate for \( J^k_{\alpha, 1} \). For \((x, x_{N+1}) \in F_1 \) and \(|\eta| \leq |x|\)

\[
((|x|^2 + x_{N+1}^2 + |y|^2 - 2\langle y, \eta \rangle)^{\gamma})^\frac{1}{2} \leq |(x, x_{N+1})|^\gamma |y|^\beta
\]

and hence

\[
\frac{\Phi^k_{\alpha}((x, x_{N+1}), y)}{|(x, x_{N+1})|^\gamma |y|^\beta} \leq \Phi^k_{\alpha}((x, x_{N+1}), y),
\]

where \( \tilde{\alpha} = \alpha - \gamma - \beta \). From the relation (1.5) \( 1 < \tilde{\alpha} < d_k + 1 \) and \( \frac{1}{q} = \frac{d_k}{d_k+1} \left( \frac{1}{p} - \frac{\tilde{\alpha}-1}{d_k} \right) \). Therefore, we find the desired inequality

\[
J^k_{\alpha, 1} \leq \|f\|_p \mu_k \|g\|_{q'} \mu_k dx_{N+1},
\]

by applying the Theorem 1.4.

Estimate for \( J^k_{\alpha, 2} \). For \((x, x_{N+1}), y \in F_2 \)

\[
\Phi^k_{\alpha}((x, x_{N+1}), y) \leq |y|^{\alpha-1-d_k}.
\]

Since \( F_2 \subset \{(x, x_{N+1}), y : |(x, x_{N+1})| \leq |y|\} \)

\[
J^k_{\alpha, 2} \leq \int_{\mathbb{R}^N} \int_{|(x, x_{N+1})| \leq |y|} \frac{f(y)g(x, x_{N+1})}{|(x, x_{N+1})|^\gamma |y|^\beta-\alpha+1+d_k} d\mu_k(x) dx_{N+1} d\mu_k(y)
\]

\[
\leq \int_{\mathbb{R}^N} \int_{|(x, x_{N+1})| \leq |y|} f(y)|y|^{\alpha-1-\beta-\gamma+\frac{1}{q}} |\tilde{V} g(y)| d\mu_k(y)
\]

\[
\leq \|f\|_p \left( \int_{\mathbb{R}^N} |y|^{p'(\alpha-1-\beta-\gamma+\frac{1}{q})} |\tilde{V} g(y)| d\mu_k(y) \right)^{\frac{1}{p'}}
\]

where

\[
\tilde{V} g(y) = |y|^{-d_k+\frac{1}{q}} \int_{|(x, x_{N+1})| \leq |y|} \frac{g(x, x_{N+1})}{|(x, x_{N+1})|^\gamma} d\mu_k(x) dx_{N+1}.
\]

A straight forward calculation shows that

\[
\int_{|(x, x_{N+1})| \leq |y|} |(x, x_{N+1})|^{-\gamma q} d\mu_k(x) dx_{N+1} \leq |y|^{-\gamma q + (d_k+1)}
\]

and hence

\[
|\tilde{V} g(y)| \leq |y|^{-d_k \frac{1}{q}} \|g\|_{q'} d\mu_k dx_{N+1}.
\]

Taking \( b = \gamma, a = d + k + \frac{1}{q} - \gamma \) in the Theorem 2.3 we deduce

\[
\|\tilde{V} g\|_{q'} \mu_k \leq \|g\|_{q'} \mu_k dx_{N+1}.
\]
Applying Hölder’s inequality and the fact that
where
we obtain
Taking into account the relation (1.5) and the inequality (3.6) we get
Therefore,
Estimate for \( J_{α,3} \). If \( (x, x_{N+1}) \in F_3 \) we have
and hence

Therefore,

Applying Hölder’s inequality and the fact that
we obtain

Applying the Theorem 2.1 with \( b = β \) and \( a = d_k + \frac{1}{p} - β \)

Taking into account the relation (1.5) and the inequality (3.6) we get
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Now combining (3.7) and (3.8) and applying Hölder’s inequality to (3.5) for \( p > 1 \) we obtain

\[
J_{\alpha,3}^k \lesssim \|g\| q', d \mu_k dx_{N+1} \|f\| p, d \mu_k.
\]

For \( p = 1 \), we find \( \beta \leq 0 \). First consider the case \( \beta < 0 \). Using the fact \( \beta < 0 \) from the definition of \( \tilde{W}f \) for \( p = 1 \) we obtain

\[
\tilde{W}f(x, x_{N+1}) \lesssim |(x, x_{N+1})|^{-(d_k+1)} \|f\| 1, d \mu_k
\]

and

\[
\|\tilde{W}f\| 1, d \mu_k dx_{N+1} \lesssim \|f\| 1, d \mu_k.
\]

Taking into account the relation (1.5) for \( p = 1 \) and the inequality (3.9) we get

\[
|(x, x_{N+1})|^{q(\alpha - \beta - \gamma)} |\tilde{W}f|^q = |(x, x_{N+1})|^{q(\alpha - \beta - \gamma)} |\tilde{W}f|^q |\tilde{W}f| \lesssim \|f\|^{q - 1} 1, d \mu_k |\tilde{W}f|.
\]

Therefore by Hölder’s inequality,

\[
J_{\alpha,3}^k \lesssim \|g\| q', d \mu_k dx_{N+1} \|f\|^{1 - \frac{1}{q}} 1, d \mu_k \|Wf\| 1, d \mu_k dx_{N+1} \lesssim \|g\| q', d \mu_k dx_{N+1} \|f\| 1, d \mu_k.
\]

For \( \beta = 0 \) from the relation (1.5) \( \alpha - \gamma = \frac{d_k+1}{q'} \) and proceeding as before we can show (3.11) holds with \( \beta = 0 \) and hence the desired inequality \( J_{\alpha,3}^k \lesssim \|g\| q', d \mu_k dx_{N+1} \|f\| 1, d \mu_k \).

**Proof of (2).** It is sufficient to prove that for any \( \lambda > 0 \)

\[
S_\alpha = \int \{(x, x_{N+1}); |(x, x_{N+1})|^{\gamma} \tilde{E}_\alpha^k f(x, x_{N+1}) \geq \lambda\} d \mu_k(x) dx_{N+1} \lesssim \left(\frac{\|f\| 1, d \mu_k}{\lambda}\right)^q
\]

for \( f \in S(\mathbb{R}^N) \). We define the operators

\[
A^i_\alpha f(x, x_{N+1}) = \int_{\mathbb{R}^N} f(y) |y|^{-\beta} \Phi^k_\alpha((x, x_{N+1}), y) \chi_{E_i}((x, x_{N+1}), y) d \mu_k(y)
\]

for \( i = 1, 2, 3 \). Noting the fact \( \tilde{E}_\alpha^k = \sum_{i=1}^3 A^i_\alpha \) we get

\[
S_\alpha = \sum_{i=1}^3 S_{\alpha,i},
\]

where

\[
S_{\alpha,i} = \int \{(x, x_{N+1}); |(x, x_{N+1})|^{\gamma} A^i_\alpha f(x, x_{N+1}) \geq \lambda/3\} d \mu_k(x) dx_{N+1}.
\]

Now we will estimate each of \( S_{\alpha,i} \) for \( i = 1, 2, 3 \).

**Estimate of \( S_{\alpha,1} \).** Proceeding as in the estimate of \( J_{\alpha,1}^k \), we deduce

\[
|(x, x_{N+1})|^{-\gamma} A^1_\alpha f(x, x_{N+1}) \lesssim \int_{\mathbb{R}^N} f(y) |y|^{-\beta} \Phi^k_\alpha((x, x_{N+1}), y) d \mu_k(y) = E^k_\alpha f(x, x_{N+1})
\]

\[135\]
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with \( \tilde{\alpha} \) satisfying \( \frac{1}{q} = \frac{d_k}{d_k+1} (1 - \frac{\tilde{\alpha} - 1}{d_k}) \). Now it follows \( S_{\alpha,1} \preceq \left( \frac{\|f\|_{1,\mu_k}}{\lambda} \right)^{\frac{1}{q}} \) from the fact that \( f \mapsto E^k_\alpha f \) is weak \((1, q)\) (Theorem 1.4).

**Estimate of \( S_{\alpha,2} \).** Applying the estimate obtained in \( J^k_{\alpha,2} \) we obtain

\[
A_{\alpha,2} f(x,x_{N+1}) \preceq \int_{|y| \geq |(x,x_{N+1})|} |y|^\alpha \gamma - \beta - d_k f(y) d\mu_k(y) := V_1 f(x,x_{N+1}).
\]

From the calculations performed in \( J^k_{\alpha,2} \) with \( p = 1, \beta \leq 0, \gamma < \frac{d_k + 1}{q} \) we obtain

\[
\int_0^\infty \int_{\mathbb{R}^N} |(x,x_{N+1})|^{-\gamma} V_1 f(x,x_{N+1}) g(x,x_{N+1}) d\mu_k(x) dx_{N+1} \preceq \|f\|_{1,\mu_k} \|g\|_{q',\mu_k} dx_{N+1}
\]

and hence

\[
\|\|(x,x_{N+1})|^{-\gamma} V_1 f\|_{q,\mu_k} dx_{N+1} \preceq \|f\|_{1,\mu_k}.
\]

Therefore,

\[
S_{\alpha,2} \preceq \int_{\{(x,x_{N+1}):|(x,x_{N+1})|^{-\gamma} V_1 f(x,x_{N+1}) \geq \|f\|_{1,\mu_k}\}} d\mu_k(x) dx_{N+1} \preceq \left( \frac{\|f\|_{1,\mu_k}}{\lambda} \right)^{\frac{1}{q}}.
\]

**Estimate of \( S_{\alpha,3} \).** Applying the estimate obtained \( J_{\alpha,3} \) we deduce

\[
A_{\alpha,3} f(x,x_{N+1}) \preceq |(x,x_{N+1})|^{\alpha - 1 - d_k} \int_{|y| \leq |(x,x_{N+1})|} |y|^{-\beta} f(y) d\mu_k(y) := W_1 f(x,x_{N+1}).
\]

For \( p = 1 \) we note that \( \gamma < \frac{d_k}{q} \) and \( \beta < 0 \). Again from the calculation in obtaining the estimate \( J_{\alpha,3} \) for the case \( p = 1 \)

\[
\int_{\mathbb{R}^N} \int_0^\infty |(x,x_{N+1})|^{-\gamma} W_1 f(x,x_{N+1}) g(x,x_{N+1}) \preceq \|f\|_{1,\mu_k} \|g\|_{q',\mu_k} dx_{N+1}
\]

and hence we obtain \( \|\|(x,x_{N+1})|^{-\gamma} W_1 f\|_{q,\mu_k} dx_{N+1} \preceq \|f\|_{1,\mu_k} \). Therefore,

\[
S_{\alpha,3} \preceq \int_{\{(x,x_{N+1}):|(x,x_{N+1})|^{-\gamma} W_1 f(x,x_{N+1}) \geq \|f\|_{1,\mu_k}\}} d\mu_k(x) dx_{N+1} \preceq \left( \frac{\|f\|_{1,\mu_k}}{\lambda} \right)^{\frac{1}{q}}.
\]

If \( \beta = 0 \) then from the relation (1.5) \( \alpha - \gamma = \frac{d_k + 1}{q} \) and

\[
|(x,x_{N+1})|^{-\gamma} W_1 f(x,x_{N+1}) = \frac{d_k + 1}{q} \int_{|y| \leq |(x,x_{N+1})|} f(y) d\mu_k(y)
\]

\[
\leq \|f\|_{1,\mu_k}.
\]

Therefore,

\[
S_{\alpha,3} \preceq \int_{\{(x,x_{N+1}):|(x,x_{N+1})|^{-\gamma} W_1 f(x,x_{N+1}) \geq \|f\|_{1,\mu_k}\}} d\mu_k(x) dx_{N+1} \preceq \left( \frac{\|f\|_{1,\mu_k}}{\lambda} \right)^{\frac{1}{q}}.
\]
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Hence the proof is completed. □

4. Appendix

We will express the function $\Phi^k_{\alpha,0}(1,x_{\nu+1})$ in terms of hypergeometric function [1, Chapter II] defined by

$$F(a', b', c'; z) = \sum_{m=0}^{\infty} \frac{\Gamma(a' + m)\Gamma(b' + m)}{\Gamma(1 + m)\Gamma(c' + m)} z^m.$$

**Lemma 4.1.**

$$\Phi^k_{\alpha,0}(1,x_{\nu+1}) = \frac{\Gamma(d_k)}{\Gamma(1/2)\Gamma(d_{k+1/2})} \left(1 + x_{\nu+1}^2\right)^{\frac{1}{2}(\gamma - \frac{d_{k+1}}{\nu})} F(a', b', c', (1 + x_{\nu+1}^2)^{-1}),$$

where $F$ is a hypergeometric function with $a' = -\frac{\gamma}{2} + \frac{d_{k+1}}{2\nu}$, $b' = \frac{\gamma}{2} - \frac{\alpha}{2} + \frac{d_{k+1}}{2\nu}$, $c' = \frac{d_k}{2}$.

**Proof.** Write $b = \frac{d_{k+1} - \alpha}{2}, l = d_k - 2$, then we can write

$$\Phi^k_{\alpha,0}(1,x_{\nu+1}) = \frac{\Gamma(d_k)}{\Gamma(1/2)\Gamma(d_{k+1/2})} \int_0^\infty \int_0^\pi t^{-\gamma + \frac{d_{k+1}}{\nu}} (t^2a^2 + 1 - 2t \cos \phi)^{-b} \sin^l \phi d\phi dt$$

$$= \frac{\Gamma(d_k)}{\Gamma(1/2)\Gamma(d_{k+1/2})} \int_0^\infty \int_0^\pi t^{-\gamma + \frac{d_{k+1}}{\nu}} \left(t^2 + 1 - 2 \frac{t}{a} \cos \phi\right)^{-b} \sin^l \phi d\phi dt$$

$$= a^{-\frac{d_{k+1}}{2\nu}} \frac{\Gamma(d_k)}{\Gamma(1/2)\Gamma(d_{k+1/2})} \int_0^\infty \int_0^\pi (1 + t^2)^{-b} t^{-\gamma - \frac{d_{k+1}}{\nu}} \left(1 - \frac{2t}{a(1 + t^2)} \cos \phi\right)^{-b} \sin^l \phi d\phi dt.$$

The integral with respect to $t$ has singularity at $t = 0, 1, \infty$. The integral converges at the origin and $\infty$ if and only if $\gamma < \frac{d_{k+1}}{2\nu}$ and $\gamma + \frac{d_{k+1} - \alpha}{2} > 0$ which is equivalent to $\beta < \frac{d_k}{\nu}$ by the relation (1.5). When $a = 1$ that is $x_{\nu+1} = 0$ the integral has singularity at $t = 1$ and is integrable at the singular point $t = 1$ (see [6]).

We observe that if $m$ is odd and $l > 0$, $\int_0^\pi \cos^m \theta \sin^l \theta d\theta = 0$ where as for $m$ even and $l > 0$

$$\int_0^\pi \cos^m \phi \sin^l \phi d\phi = 2 \int_0^{\pi/2} \cos^m \phi \sin^l \phi d\phi$$

$$= \frac{\Gamma(m + \frac{1}{2})\Gamma(l + 1)}{\Gamma(m + \frac{l}{2} + 1)}.$$
Now using the expansion of \((1 - r \cos \phi)^{-b}\) for \(r < 1\)

\[
\int_0^\pi (1 - r \cos \phi)^{-b} \sin \phi \, d\phi = \frac{1}{\Gamma(b)} \sum_{m=0}^{\infty} \frac{\Gamma(b + 2m) \Gamma(m + \frac{1}{2}) \Gamma\left(\frac{b+1}{2}\right)}{\Gamma(2m + 1) \Gamma(m + \frac{1}{2} + 1)} r^{2m}.
\]

This identity leads to conclude

\[
\Phi^k_{\alpha,0}(1, x_{N+1}) = a^{\gamma - \frac{d_k+1}{p}} \frac{\Gamma\left(\frac{d_k}{2}\right)}{\Gamma(1/2) \Gamma\left(\frac{d_k-1}{2}\right)} \int_0^\infty t^{-\gamma - \frac{d_k+1}{p} + 2m-1} (1 + t^2)^{-(b+2m)} \, dt
\]

\[
= a^{\gamma - \frac{d_k+1}{p}} \frac{\Gamma\left(\frac{d_k}{2}\right)}{\Gamma(1/2) \Gamma\left(\frac{d_k-1}{2}\right)} \frac{\Gamma\left(\frac{b+1}{2}\right)}{\Gamma(b)} \sum_{m=0}^{\infty} 2^{2m} a^{-2m} \frac{\Gamma(b + 2m) \Gamma(m + \frac{1}{2}) \Gamma\left(\frac{b+1}{2}\right)}{\Gamma(2m + 1) \Gamma(m + \frac{1}{2} + 1)}
\]

\[
= \frac{1}{2} \frac{\Gamma\left(\frac{d_k}{2}\right)}{\Gamma(1/2) \Gamma\left(\frac{d_k-1}{2}\right)} \sum_{m=0}^{\infty} \frac{\Gamma(m + \frac{d_k+1}{2p} - \frac{\gamma}{2}) \Gamma(m + \frac{d_k+1}{2p} + \frac{\gamma}{2} - \frac{a}{2})}{\Gamma(m+1) \Gamma(m + \frac{d_k}{2})} a^{-2m}
\]

\[
= \frac{1}{2} \frac{\Gamma\left(\frac{d_k}{2}\right)}{\Gamma(1/2) \Gamma\left(\frac{d_k-1}{2}\right)} \left(1 + x_{N+1}^2\right)^{\frac{1}{2}(\gamma - \frac{d_k+1}{p})} F(a', b', c'; (1 + x_{N+1}^2)^{-1}),
\]

where

\[
a' = \frac{d_k+1}{2p} - \frac{\gamma}{2}, \quad b' = \frac{d_k+1}{2p} + \frac{\gamma}{2} - \frac{a}{2}, \quad c' = \frac{d_k}{2}.
\]

Thus we obtain

\[
b_k (\gamma_k^{a-1})^{-1} \Phi^k_{\alpha,0}(1, x_{N+1}) = \frac{2^{1-a}}{\Gamma\left(\frac{a-1}{2}\right)} \left(1 + x_{N+1}^2\right)^{\frac{1}{2}(\gamma - \frac{d_k+1}{p})} F(a', b', c'; (1 + x_{N+1}^2)^{-1}). \quad \Box
\]
Remark 4.2. We remark that $a' + b' - c' = \frac{1-a}{2} < 0$, and hence $F(a', b', c'; (1 + x_{N+1}^2)^{-1})$ is a bounded function and $\int_0^{\infty} \left( (1 + x_{N+1}^2)^{-\gamma/2} \mathcal{F}_{a,0}(1, x_{N+1}) \right)^p \, dx_{N+1} < \infty$.
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