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Two Families of Self-adjoint Indecomposable
Operators in an Orthomodular Space

Carla Barrios Rodríguez

Abstract

Orthomodular spaces are the counterpart of Hilbert spaces for fields other than
R or C. Both share numerous properties, foremost among them is the validity of the
Projection theorem. Nevertheless in the study of bounded linear operators which
started in [3], there appeared striking differences with the classical theory. In fact,
in this paper we shall construct, on the canonical non-archimedean orthomodular
space E of [5], two infinite families of self-adjoint bounded linear operators having
no invariant closed subspaces other than the trivial ones. Spectrums of such op-
erators contain exactly one point which, therefore, is not an eigenvalue. We also
study relations between the subalgebras of bounded linear operators of E, which
are the commutant of each of these operators, and the algebra A studied in [3].

1. Introduction

A vector space V provided with a hermitian form Φ is an orthomodular
space if

U⊥⊥ = U =⇒ V = U ⊕ U⊥

for all linear subspaces U of V . Until 1979 Hilbert spaces over R, C or
H were the only known examples of such spaces, but since then classes
of non-classical orthomodular spaces have been constructed([5],[2]). All
of these new examples are infinite dimensional vector spaces over Krull-
valued complete fields where hermitian forms induce non-archimedean
norms.

The orthomodular space E considered from now on was the first non-
classical example, constructed in [5] (over an ordered field) and generalized
–in valued fields context– in [2]. Now, an outline of its construction is
presented.

Partially supported by Beca de Doctorado Conicyt.
Keywords: Indecomposable operators, Algebras of bounded operators.
Math. classification: 46S10, 47L10.
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The value group of the Krull valuation of the base field K is

Γ :=
⊕
j∈N

Γj ,

where each Γj is an isomorphic copy of the additive group of integers. Γ
is ordered antilexicographically, i.e., if 0 6= (gj)j∈N ∈ Γ and m := max{j ∈
N : gj 6= 0}, then

(gj)j∈N > 0⇐⇒ gm > 0 in Γm.

Let K0 := R(Xi)i∈N, the field of rational functions in the variables
X1, X2, . . . with real coefficients. For convenience of notation, we define
X0 := 1. The non-archimedean valuation ν0 : K0 −→ Γ∪{∞} is trivial on
R and maps each Xi to (0, . . . , 0,−1, 0, . . .) ∈ Γ (where the −1 is in the
i-th place).

The base field K is the completion of K0 with respect to the valuation,
and ν0 can be extended uniquely to a valuation ν on K with the same
value group.

We define the K−vector space E by

E :=

{
(ξi)i∈N0 ∈ KN0 :

∞∑
i=0

ξ2
i Xi converges in the valuation topology

}
with componentwise operations.

This vector space over K along with the anisotropic form Φ : E×E −→
K defined by

Φ ((ξi)i∈N0 , (ηi)i∈N0) =
∞∑
i=0

ξiηiXi,

is an orthomodular space (see [5], [2]).
Then, following the notation of [3], the assignment ‖·‖ : E −→ Γ∪{∞},

defined by ‖x‖ = ν(Φ(x, x)), satisfies the strong triangle inequality and
induces a topology in E and the notion of Cauchy nets in E, for which E
is complete.

Moreover, a subspace U of E is closed in this topology if and only if it
is orthogonally closed, that is U⊥⊥ = U ([5]).

We shall also work here with elements of B(E), the algebra of linear
operators B : E −→ E for which there exists an element γ ∈ Γ such that,
for all x ∈ E, x 6= 0, ‖B(x) ‖ − ‖x ‖ ≥ γ.

In Section 2, we summarize all the geometric properties of E (its resid-
ual spaces and the definition of types in this space) and all the results
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concerning the algebra B(E) and the subalgebra A that will be necessary
later on. In Section 3, the core of this work is developed: we define two
infinite families of bounded operators on E, perturbations of the operator
A studied in [3], and we prove that each element of these families is an in-
decomposable self-adjoint operator ( Theorem 3.1 and Theorem 3.5) that
has non-empty spectrum (Theorem 3.6). Both families contain a sequence
of bounded operators converging to A. Finally, in Section 4, we establish
that all the commutant algebras of the operators defined are mutually
distinct and that the intersection of each one of these algebras and A is
minimal (Theorem 4.4 and Theorem 4.5).

2. Preliminaries

The required results of [5], [3] and [4] are condensed in this section. We
will use here the notation and definitions of the last section.

2.1. E and its residual subspaces

The standard basis of E is the set {ei ∈ E : i ∈ N0}, where

ei := (0, 0, . . . , 0, 1, 0, . . .),

where the 1 is in the (i + 1)-th place.
Φ(ei, ej) = 0 if i 6= j and Φ(ei, ei) = Xi. In addition, each x ∈ E can be

uniquely written as a convergent series in the ‖ · ‖-topology:

x =
∞∑
i=0

ξiei.

An extremely useful technique for our work is the reduction of bounded
operators to the residual spaces of E. Let us recall the definition of these
spaces and some of their properties:

The convex subgroups (see [6] for a definition) of Γ are exactly the
subgroups ∆n = Γ1 ⊕ · · · ⊕ Γn ⊕ {0} ⊕ {0} ⊕ · · · (n ∈ N0).

A valuation ring

Rn := {ξ ∈ K : ν(ξ) ≥ δ for some δ ∈ ∆n}

corresponds to each ∆n. The unique maximal ideal of Rn is Jn := {ξ ∈
K : ν(ξ) > δ for all δ ∈ ∆n}.
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K̂n := Rn/Jn is the residual field corresponding to ∆n (we let Θn :
Rn −→ K̂n be the canonical projection). It can easily be proved that
K̂n
∼= R(X1, . . . , Xn).

From the strong triangle inequality of ‖ · ‖ it follows that

Mn := {x ∈ E : ‖x‖ ≥ δ for some δ ∈ ∆n}

is a module over Rn and

Sn := {x ∈ E : ‖x‖ > δ for all δ ∈ ∆n}

is a submodule.
Ên := Mn/Sn is a vector space over K̂n (πn : Mn −→ Ên is the canon-

ical projection) by defining scalar multiplication by

Θn(ξ)πn(x) := πn(ξx). (x ∈Mn, ξ ∈ Rn)

Finally, Φ induces a form Φ̂n in Ên defined by Φ̂n(πn(x), πn(y)) =
Θn(Φ(x, y)).

(Ên, Φ̂n) is the residual space of E corresponding to ∆n.

Theorem 2.1 ([3]). We have dim(Ên) = n + 1. The vectors êi := πn(ei),
i = 0, 1, . . . , n, form an orthogonal basis for (Ên, Φ̂n) and

Φ̂n ∼ diag(1, X1, X2, . . . , Xn).

A subspace U ⊆ E is reduced in Ên to a subspace

πn(U) = {πn(x) : x ∈ U ∩Mn}.

Lemma 2.2 ([3]). Let U and V be two orthogonal subspaces of E (U ⊥ V ).
Then πn(U) ⊥ πn(V ) and πn(U ⊕ V ) = πn(U)⊕ πn(V ).

2.2. Types in E.

Studying linear operators on E through their “reductions” to residual
spaces relies strongly on the concept of types. In this subsection, we recall
this definition for our particular space ([3]) as well as some significant
results using this concept.

A type T (γ) is assigned to each γ = (gj)j∈N ∈ Γ by

T (γ) :=

{
0 if γ ∈ 2Γ

max{j ∈ N : gj is odd} if γ /∈ 2Γ
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A type is also assigned to every non-zero scalar and to every non-zero
vector in the space: the type of ξ ∈ K∗ is defined by

T (ξ) := T (ν(ξ))

and the type of x ∈ E, x 6= 0, is

T (x) := T (Φ(x, x)).

Note that for each pair γ, γ′ ∈ Γ, T (γ) = T (γ + 2γ′). Then, for ξ ∈ K∗,
T (α2ξ) = T (ξ) for all α ∈ K∗, since ν(α2ξ) = 2ν(α)+ ν(ξ). Therefore, for
all λ ∈ K∗ and all 0 6= x ∈ E, T (λx) = T (x), i.e. each line G of E has a
type: T (G).

The following results relate some geometric properties of E to the con-
cept of types.

Theorem 2.3 ([5]).

i) Let x, y ∈ E \ {0}. If x ⊥ y, then T (x) 6= T (y).

ii) Let U be a closed subspace of E. Then the same types occur in any
two maximal orthogonal families in U .

Lemma 2.4 ([3]). Let G be a one-dimensional subspace of E. πn(G) = {0}
if and only if T (G) > n.

2.3. B(E) and the subalgebra A.

Recall that B(E) is the algebra of linear operators B : E −→ E for which
the set {‖B(x)‖ − ‖x‖ : x ∈ E, x 6= 0} is bounded from below in Γ.

Clearly, each linear operator on E is determined by the image of the
standard basis {ei : i ≥ 0}. Then it can be represented by an infinite
matrix. Since B ∈ B(E) is self-adjoint if and only if

Φ(B(ei), ej) = Φ(ei, B(ej)) (i, j ≥ 0)

we have the following lemma

Lemma 2.5. Let B ∈ B(E) be such that B(ej) =
∞∑
i=0

bij ei for all j ∈ N0.

Then B is self-adjoint if and only if Xi bij = Xj bji for all pairs i, j ∈ N0.
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Thus, a bounded operator M with matrix (mij) is self-adjoint if and
only if

Xi mij = Xj mji, (2.1)

for all i, j ≥ 0.
Every operator in this work aside from being self-adjoint, also has the

property defined below.

Definition 2.6. A linear operator B : E −→ E is indecomposable if it
admits no closed invariant subspaces of E with the exception of {0} and
E.

We will additionally use the following results

Lemma 2.7 ([3]). A map B0 : {ei : i ∈ N0} −→ E can be extended to a
bounded linear operator B : E −→ E iff the set R0 := {‖B0(ei)‖ − ‖ei‖ :
i ∈ N0} ⊂ Γ is bounded from below.

Theorem 2.8 ([3]). Let B : E −→ E be an injective bounded linear
operator on E. If

{‖B(ei)‖ − ‖ei‖ : i ∈ N0}

has an upper bound in Γ, then B is surjective and its algebraic inverse
B−1 : E −→ E is bounded, that is, B−1 ∈ B(E).

Moreover, if γ0 ∈ Γ is a lower bound of R0 then γ0 is a lower bound of
the set {‖B(x)‖ − ‖x‖ : x ∈ E, x 6= 0} too.

Let B ∈ B(E) be a linear operator such that 0 ∈ Γ is a lower bound of
the set {‖B(x)‖ − ‖x‖ : x ∈ E, x 6= 0}. Then B(Mn) ⊆ Mn, B(Sn) ⊆ Sn,
hence B induces a linear operator B̂n : Ên −→ Ên defined by B̂n(πn(x)) :=
πn(B(x)) (x ∈Mn, n ∈ N). These are the induced operators that allow
us to study operators on E.

In [3], the authors study the operator A : E −→ E defined over the
standard basis of E by

A(ek) =
∞∑
i=0

1
Xi

ei +
(

1− 1
Xk

)
ek.
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The matrix of A in that basis,

1 1 1 1 1 · · ·
1

X1
1 1

X1

1
X1

1
X1

· · ·
1

X2

1
X2

1 1
X2

1
X2

· · ·
1

X3

1
X3

1
X3

1 1
X3

· · ·
1

X4

1
X4

1
X4

1
X4

1 · · ·
...

...
...

...
...

. . .


satisfies (2.1), hence A is self-adjoint.

Additionally, ‖A(ek)‖−‖ek‖ = 0 for all k ∈ N0. Thus ‖A(x)‖−‖x‖ ≥ 0
for all x ∈ E and A induces operators Ân on every residual space of E.

In the following results, properties of the induced operators on the
spaces Ên are lifted to properties of the operator A defined on E.

Lemma 2.9 ([3]). If n ≥ 1 then the equation
n∑

i=0

1
1− ρXi

= 1

in the variable ρ has no solution in K̂n.

As a consequence we have

Lemma 2.10 ([3]). The operator Ân : Ên −→ Ên (n ≥ 1) has no eigen-
vectors.

Theorem 2.11 ([3]). The operator A is indecomposable.

Proof. Let U 6= {0} be a proper closed subspace of E, invariant under A.
Since E is orthomodular and U is closed, E = U ⊕U⊥. In addition, since
A is a self-adjoint operator, U⊥ is also an invariant space under A.

Looking at the types of vectors in U and U⊥ by Theorem 2.3(i) no
type can occur in U and U⊥ at the same time. Hence, by Theorem 2.3(ii),
either U or U⊥ contains a vector of type 0 and, without loss of generality,
we can assume it is U . Hence there exists an integer n ≥ 1 such that U
contains vectors of types 0, 1, . . . , n− 1 and U⊥ contains a vector of type
n. We examine the reduced operator Ân on the residual space

Ên = πn(E) = πn(U)⊕⊥ πn(U⊥)

πn(U) and πn(U⊥) are invariants under Ân. Let G be the (1-dimensional)
subspace of U⊥ spanned by a vector of type n. Then U⊥ = G⊕⊥(U⊥∩G⊥)
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and πn(U⊥) = πn(G)⊕⊥πn(U⊥∩G⊥). By the choice of n and by Theorem
2.3.(i), U⊥ ∩G⊥ contains only vectors of types greater than n, therefore,
by Lemma 2.4, πn(U⊥ ∩ G⊥) = {0}. Hence πn(U⊥) = πn(G) is a one-
dimensional subspace of Ên, invariant under Ân. In other words, Ân has
an eigenvector. But we know this is impossible by Lemma 2.10. �

The proof of Theorem 2.11 does not use the specific definition of A.
Then it can be used for any bounded self-adjoint operator, whose reduced
operators have no eigenvectors.

As an immediate consequence of Theorem 2.11, we have

Corollary 2.12 ([3]). The operator A has no eigenvectors.

However, the spectrum of A, defined as usual by

spec(A) := {λ ∈ K : (A− λ I) has no inverse in B(E)}
is not empty. In fact,

Theorem 2.13 ([3]). spec(A) = {1}.

Finally, we summarize the main characteristics of the subalgebra

A = {C ∈ B(E) : AC = CA}.
A is a commutative algebra (Corollary 5.11 of [3]) and all its elements

are self-adjoint (Corollary 5.5 of [3]). Since A is indecomposable, we have

Lemma 2.14 ([3]). If B,C ∈ A coincide on some non-zero vector, then
B = C.

Therefore

Corollary 2.15 ([3]). Every non trivial operator of A is injective.

So, each element of A can be completely determined by its action on a
single non-zero vector. In [4], the following formulas were established.

Theorem 2.16 ([4]). Let B ∈ A be such that B(e0) =
∞∑

k=0

λk

Xk
ek. If for

m ≥ 1 B(em) =
∞∑

k=0

βkm ek, then:

(i) if k 6= m, then βkm =
Xm

Xm −Xk

(
(Xm − 1)

λm

Xm
− (Xk − 1)

λk

Xk

)
.
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(ii) if k = m, then βmm = λ0 +
∑

j 6=0,m

Xm − 1
Xm −Xj

(λj − λm).

3. Construction of indecomposable self-adjoint operators

3.1. The operators BQ,s.

Let p, s ∈ N, such that 1 < p < s. Consider the set Q = {q1, . . . , qp} where
q1 < · · · < qp and qj ∈ {0, 1, . . . , s− 1} for j = 1, . . . , p .

Put u :=
∞∑

k=0

1
Xk

ek and define the map B0
Q,s : {ei : i ∈ N0} −→ E by:

B0
Q,s(ei) = A(ei) = u +

(
1− 1

Xi

)
ei, for i 6= q1, . . . , qp, s.

B0
Q,s(eqj ) = A(eqj )−

1
Xs

es

= u +

(
1− 1

Xqj

)
eqj −

1
Xs

es, for j = 1, . . . , p.

B0
Q,s(es) = A(es)−

p∑
j=1

1
Xqj

eqj

= u +
(

1− 1
Xs

)
es −

p∑
j=1

1
Xqj

eqj .

It is easy to check that ‖ B0
Q,s(ei) ‖−‖ei‖ = 0 for all i ∈ N0. By Lemma

2.7, B0
Q,s can be extended linearly to an operator in B(E), BQ,s : E −→ E

satisfying

‖BQ,s(x)‖ − ‖x‖ ≥ 0

for all x ∈ E. It follows that BQ,s induces an operator in each residual
space.
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The BQ,s matrix in the standard basis is:



1 · · · 1 · · · 1 · · · 1 · · · 1 · · ·
...

. . .
...

...
...

...
1

Xq1
· · · 1 · · · 1

Xq1
· · · 1

Xq1
· · · 0 · · ·

...
...

. . .
...

...
...

1
Xq2

· · · 1
Xq2

· · · 1 · · · 1
Xq2

· · · 0 · · ·
...

...
...

. . .
...

...
1

Xqp
· · · 1

Xqp
· · · 1

Xqp
· · · 1 · · · 0 · · ·

...
...

...
...

. . .
...

1
Xs

· · · 0 · · · 0 · · · 0 · · · 1 · · ·
...

...
...

...
...

. . .



← q1

← q2

← qp

← s

↑
q1

↑
q2

↑
qp

↑
s

This is identical to the matrix of A in the same basis except for the
indicated zeros. Then clearly this matrix satisfies (2.1) too and BQ,s is
self-adjoint.

The following is the main result of this section.

Theorem 3.1. BQ,s is an indecomposable operator.

Since BQ,s is a self-adjoint bounded operator, using the proof of Theo-
rem 2.11, it is enough to prove that none of the induced operators of BQ,s

on the residual spaces has eigenvectors.
Let B̂n := (̂BQ,s)n be the operator induced by BQ,s on Ên. To prove

that B̂n (n ≥ 1) has no eigenvectors, we consider two cases:
When n < s, B̂n is equal to the induced operator by A on Ên, hence

B̂n = Ân has no eigenvectors (by Lemma 2.10).
The case n ≥ s requires a keener study. The problem of determining

whether B̂n has eigenvectors is equivalent to the one of solving a finite
system of equations. Thus, the goal of everything that follows will be to
prove that such system has no solution.
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Putting û =
n∑

k=0

1
Xk

êk, B̂n is defined by

B̂n(êi) = û +
(

1− 1
Xi

)
êi, for 0 ≤ i ≤ n, i 6= q1, . . . , qp, s.

B̂n(êqj ) = û +

(
1− 1

Xqj

)
êqj −

1
Xs

ês, for j = 1, . . . , p.

B̂n(ês) = û +
(

1− 1
Xs

)
ês −

p∑
j=1

1
Xqj

êqj .

So 0̂ 6= x̂ =
n∑

i=0

ξiêi is an eigenvector of B̂n that corresponds to the

eigenvalue λ if and only if

n∑
i=0

1
Xi

n∑
j=0
j 6=i

ξj êi −
p∑

j=1

ξs

Xqj

êqj −
1

Xs

p∑
j=1

ξqj ês = (λ− 1)
∑
i=0

ξiêi.

This is equivalent to the system of (n + 1) equations with variables λ, ξ0,
ξ1, . . ., ξn



[1 + (λ− 1)Xi]ξi =
n∑

k=0

ξk for 0 ≤ i ≤ n, i 6= q1, . . . , qp, s

[1 + (λ− 1)Xqj ]ξqj + ξs =
n∑

k=0

ξk for j = 1, . . . , p

[1 + (λ− 1)Xs]ξs +
p∑

j=1

ξqj =
n∑

k=0

ξk

(3.1)
having a solution in K̂n.

In order to simplify the writing as well as the next calculations, we put

η :=
n∑

k=0

ξk and λi := 1 + (λ− 1)Xi for i = 0, 1, . . . , n.

By all these considerations, the next result is the only necessary fact
for Theorem 3.1.
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Lemma 3.2. The system in variables λ, ξ0, ξ1, . . . , ξn
(ai) λiξi = η for 0 ≤ i ≤ n, i 6= q1, . . . , qp, s

(bj) λqjξqj + ξs = η for j = 1, . . . , p

(c) λsξs +
p∑

j=1

ξqj = η

(3.2)

has no solution in K̂n.

Before proving this lemma, we will establish some facts.

Lemma 3.3. If λi = 0 for some i, then λk = 1− Xk

Xi
6= 0 for all k 6= i.

Lemma 3.4. If system (3.2) has a solution, then

i) η 6= 0

ii) η 6= ξs

iii) η 6=
p∑

j=1

ξqj

Proof. By direct but long calculations ([1]), we prove that the system (3.2)

has no solution when η = 0, η = ξs or η =
p∑

j=1

ξqj . �

Proof of Lemma 3.2. Suppose the system has a solution.
By Lemma 3.4, λk 6= 0 and ξk 6= 0 for all k ∈ {0, 1, . . . , n}. Therefore,

combining the equations (b1), . . . , (bp) and (c) of system (3.2), it can be
expressed as follows.

ξi =
η

λi
for 0 ≤ i ≤ n, i 6= q1, . . . , qp, s

ξqj =
η

λqj

[
1− 1

λs
− (1− λs)θ

λs(λs − θ)

]
for j = 1, . . . , p

ξs =
η

λs

[
1 +

(1− λs)θ
λs − θ

]

where θ =
p∑

j=1

1
λqj

.
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Adding up all these equations and dividing the sum by η we get the
next equation which has only the variable λ:

1 =
n∑

i=0

1
λi

+
θ(1− 2λs + λsθ)

λs(λs − θ)
. (3.3)

This equation must have a solution λ̃ ∈ K̂n, since the system (3.2) can
be solved by our initial assumption.

Putting λ̃ − 1 =
ϕ(Xn)
τ(Xn)

, where ϕ(Xn), τ(Xn) have no common factors

in K̂n−1[Xn] and substituting in (3.3), we have

1 =
n∑

i=0

τ(Xn)
τ(Xn) + ϕ(Xn)Xi

+

θ(Xn) τ(Xn)
τ(Xn) + ϕ(Xn)Xs

[
τ(Xn) + (τ(Xn) + ϕ(Xn)Xs)(θ(Xn)− 2)

τ(Xn) + ϕ(Xn)Xs − τ(Xn)θ(Xn)

]
(3.4)

with θ(Xn) =
p∑

j=1

τ(Xn)
τ(Xn) + ϕ(Xn) Xqj

.

Let us consider the equality (3.4) in K̂n−1(Xn) (where K̂n−1 is an
algebraic closure of K̂n−1). If deg ϕ(Xn) > 0, there exists a ξ ∈ K̂n−1 such
that ϕ(ξ) = 0 and τ(ξ) 6= 0. Hence θ(ξ) = p and replacing in (3.4) we have

1 =
n∑

i=0

1 +
p τ(ξ)

τ(ξ) + ϕ(ξ)Xs

[
τ(ξ) + τ(ξ)(p− 2)

τ(ξ)− τ(ξ)p

]
= n + 1− p.

But n ≥ s > p, therefore ϕ(Xn) = ϕ ∈ K̂n−1, ϕ 6= 0 and λ̃− 1 =
ϕ

τ(Xn)
.

If deg τ(Xn) > 0, we consider separately the cases n > s and n = s.
In each one, we will consider two subcases: τ(Xn) has a non-zero root in
K̂n−1 or τ(Xn) = Xα

n for some α ∈ N.
If n > s and

i) there exists a ζ ∈ K̂n−1, ζ 6= 0 such that τ(ζ) = 0, then θ(ζ) = 0
and evaluating (3.4) in Xn = ζ we arrive to a contradiction since

1 =
n−1∑
i=0

τ(ζ)
τ(ζ) + ϕXi

+
τ(ζ)

τ(ζ) + ϕζ
+

0
ϕ2X2

s

= 0.
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ii) if τ(Xn) = Xα
n (α ∈ N), then

λ̃− 1 =
ϕ

Xα
n

and θ(Xn) =
p∑

j=1

Xα
n

Xα
n + ϕXqj

.

Substituting in (3.4), we have

1 =

n−1∑
i=0

Xα
n

Xα
n + ϕXi

+
Xα−1

n

Xα−1
n + ϕ

+
θ(Xn)Xα

n

Xα
n + ϕXs

[
Xα

n + (Xα
n + ϕXs)(θ(Xn)− 2)

Xα
n + ϕXs −Xα

n θ(Xn)

]
.

Evaluating the last equality in Xn = 0 we conclude α = 1 and

then 1 =
1

1 + ϕ
. But ϕ 6= 0, leading again to a contradiction.

Thus, in the case n > s, τ(Xn) = τ ∈ K̂n−1. Then (3.4) implies θ(Xn) =
θ ∈ K̂n−1 and Xn ∈ K̂n−1 which is impossible.

Now if n = s and

i) there exists a ζ ∈ K̂s−1, ζ 6= 0 such that τ(ζ) = 0, then θ(ζ) = 0
and, as in the previous case, evaluating (3.4) in Xn = ζ, we get
1 = 0.

ii) λ̃ − 1 =
ϕ

Xα
s

(α ∈ N), then θ(Xs) =
p∑

j=1

Xα
s

Xα
s + ϕXqj

and (3.4) is

equivalent to

1 =
s−1∑
i=0

Xα
s

Xα
s + ϕXi

+
Xα−1

s

Xα−1
s + ϕ

+
θ(Xs)Xα−1

s

Xα−1
s + ϕ

[
Xα−1

s + (Xα−1
s + ϕ)(θ(Xs)− 2)

Xα−1
s + ϕ−Xα−1

s θ(Xs)

]
.

Again, evaluating Xs = 0 we conclude α = 1 and 1 =
1

1 + ϕ
,

another contradiction.

Then, also in this case, τ(Xn) = τ ∈ K̂n−1 and θ(Xn) = θ ∈ K̂n−1. A
less direct algebraic work ([1]) shows that in this case we also have that
(3.4) implies Xn ∈ K̂n−1. Therefore, equation (3.3) has no solution in
K̂n−1 and neither does system (3.2). �
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We have established Theorem 3.1: the infinite family defined at the
beginning of this section (of operators BQ,s) only contains bounded self-
adjoint indecomposable operators.

3.2. The operators Bpqr.

Let p, q, r ∈ N0 such that p < q < r and r ≥ 3. Putting once again

u =
∞∑

k=0

1
Xk

ek

we define B0
pqr : {ei : i ∈ N0} −→ E by:

B0
pqr(ei) = A(ei) = u +

(
1− 1

Xi

)
ei, for i 6= p, q, r, r + 1.

B0
pqr(ep) = A(ep)−

1
Xr

er

= u +

(
1− 1

Xp

)
ep −

1
Xr

er.

B0
pqr(eq) = A(eq)−

1
Xr

er −
1

Xr+1
er+1

= u +

(
1− 1

Xq

)
eq −

er

Xr
− er+1

Xr+1
.

B0
pqr(er) = A(er)−

1
Xp

ep −
1

Xq
eq

= u +
(

1− 1
Xr

)
er −

1
Xp

ep −
1

Xq
eq.

B0
pqr(er+1) = A(er+1)−

1
Xq

eq = u +
(

1− 1
Xr+1

)
er+1 −

1
Xq

eq.

‖B0
pqr(ei)‖−‖ei‖ = 0 for all i ∈ N0, hence B0

pqr can be linearly extended
to Bpqr : E −→ E ∈ B(E) such that for all x ∈ E we have ‖Bpqr(x)‖ −
‖x‖ ≥ 0 (Lemma 2.7). Therefore, Bpqr induces operators in each residual
space.
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The matrix of Bpqr in the standard basis

1 · · · 1 · · · 1 · · · 1 1 · · ·
...

. . .
...

...
...

...
1

Xp
· · · 1 · · · 1

Xp
· · · 0 1

Xp
· · ·

...
...

. . .
...

...
...

1
Xq

· · · 1
Xq

· · · 1 · · · 0 0 · · ·
...

...
...

. . .
...

...
1

Xr
· · · 0 · · · 0 · · · 1 1

Xr
· · ·

1
Xr+1

· · · 1
Xr+1

· · · 0 · · · 1
Xr+1

1 · · ·
...

...
...

...
...

. . .



← p

← q

← r
← r + 1

↑
p

↑
q

↑
r

↑
r + 1

satisfies (2.1), then Bpqr is a self-adjoint operator.
Likewise for the family of operators BQ,s, but through a much more

difficult algebraic work ([1]), we can prove that none of the induced oper-
ators by Bpqr on the residual spaces has an eigenvector. Hence, proceeding
analogously to Section 3.1, we get the following result.

Theorem 3.5. Bpqr is a indecomposable operator.

3.3. The spectrums of BQ,s and Bpqr.

In the previous two sections, we have proved that operators BQ,s as well as
operators Bpqr are indecomposable. Hence they do not have eigenvectors
and the bounded operators BQ,s − λI and Bpqr − λI are injective for all
λ ∈ K. Recall that, by Lemma 2.8, an injective operator C ∈ B(E) is
invertible if and only if the set {‖C(ei)‖ − ‖ei‖ : i ∈ N0} is bounded from
above in Γ.

Given λ ∈ K , the sets

RQ,s = {‖(BQ,s − λ I)(ei)‖ − ‖ei‖ : i ∈ N0}

and
Rpqr = {‖(Bpqr − λ I)(ei)‖ − ‖ei‖ : i ∈ N0}

differ in a finite number of elements from the set

RA = {‖(A− λ I)(ei)‖ − ‖ei‖ : i ∈ N0}.
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Hence, RQ,s and Rpqr are bounded from above in Γ if and only if RA is
also bounded.

By Theorem 2.13 ([3]), spec(A) = {1}. Then RA is bounded from above
only when λ = 1. This proves the following statement

Theorem 3.6. For every B that belongs to one of the families of bounded
operators defined in sections 3.1 and 3.2 we have

spec(B) = {1}.

4. The subalgebras of B(E): BQ,s and Bpqr

For each of the infinite operators defined in sections 3.1 and 3.2 we will
consider its commutant algebra in B(E). We denote the commutant alge-
bra of the operator BQ,s by

BQ,s = {C ∈ B(E) : CBQ,s = BQ,sC}, (4.1)

and the commutant algebra of Bpqr by

Bpqr = {C ∈ B(E) : CBpqr = BpqrC}. (4.2)

By Lemma 2.14, proved in [3], we have

Lemma 4.1. If the operators C,D in BQ,s (resp. Bpqr) coincide on a
non-zero vector, then C = D.

This lemma has two immediate consequences. First, a non-injective op-
erator of BQ,s (resp. Bpqr) would coincide with the zero operator in a
non-zero vector. Then:

Corollary 4.2. All non-trivial operators of BQ,s (resp. Bpqr) are injective.

Since two operators B and C belonging to one of the families defined in
sections 3.1 and 3.2 differ only in a finite number of vectors of the standard
basis and coincide in the rest of this basis, by Lemma 4.1, we have that
B can not belong to the commutant algebra of C. Hence:

Corollary 4.3. All the subalgebras presented in (4.1) and (4.2) are mu-
tually distinct.
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By using the same argument, each of the subalgebras presented in (4.1)
and (4.2) is different from A. But a stronger result can be established.
Using the formulas of Theorem 2.16([4]) we will prove that the intersection
of each one of these algebras and A is minimal.

Theorem 4.4. Let p, s ∈ N such that 1 < p < s, Q = {q1, . . . , qp},
qj ∈ {0, 1, . . . , s− 1} and q1 < q2 < · · · < qp. Then

A ∩ BQ,s = {α I : α ∈ K}.

Proof. Let KQ,s ∈ B(E) be the operator defined by:

KQ,s(ei) = 0 for i 6= q1, . . . , qp, s.

KQ,s(eqj ) = − 1
Xs

es for j = 1, . . . , p.

KQ,s(es) = −
p∑

j=1

1
Xqj

eqj .

Then BQ,s = A + KQ,s. Thus, an operator C ∈ BQ,s ∩ A if and only if it
conmutes with A and KQ,s.

C ∈ A is self-adjoint (Section 2.3) and putting C(ek) =
∞∑
i=0

cikei, by

Lemma 2.5, we have
cikXi = ckiXk (i, k ∈ N0) (4.3)

Now,

KQ,s(C(ek)) = − 1
Xs

p∑
j=1

cqjkes − csk

p∑
j=1

1
Xqj

eqj for all k ∈ N0.

and

C(KQ,s(ei)) = 0 for i 6= q1, . . . , qp, s.

C(KQ,s(eqj )) = − 1
Xs

∞∑
i=0

cisei for j = 1, . . . , p.

C(KQ,s(es)) = −
∞∑
i=0

p∑
j=1

1
Xqj

ciqjei.
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Therefore, C ∈ BQ,s ∩ A iff the following four conditions are fulfilled:

csj = cjs = 0 for j 6= q1, . . . , qp, s (4.4)

csq1 = csq2 = · · · = csqp (= : a) and cqjs =
Xs

Xqj

a for j = 1, . . . , p(4.5)

p∑
k=1

cqkj = 0 for j 6= q1, . . . , qp, s (4.6)

p∑
k=1

cqkqj = css for j = 1, . . . , p (4.7)

By Theorem 2.16, if C(e0) =
∞∑

k=0

λk

Xk
ek then

ckn =
Xn

Xn −Xk

(
(Xn − 1)

λn

Xn
− (Xk − 1)

λk

Xk

)
, si k 6= n (4.8)

cnn = λ0 +
∑

j 6=0,n

Xn − 1
Xn −Xj

(λj − λn). (4.9)

for n ≥ 1. By (4.4) and (4.5)

C(es) = aXs

p∑
j=1

1
Xqj

eqj + csses. (4.10)

With this equality and using Theorem 2.16 we will be able to determine

C. If q1 6= 0, by (4.4), 0 = c0s = cs0 =
λs

Xs
. Then λs = 0. Additionally, by

(4.8), (4.9) and (4.10), we have

• λk = 0 for k 6= 0, q1, . . . , qp.

• λqj =
Xs −Xqj

1−Xqj

a for j = 1, . . . , p.

• λ0 = css + a(Xs − 1)
p∑

j=1

1
Xqj − 1

.

By (4.8), if n = s + 1 and k 6= s + 1

ck(s+1) =
Xs+1(1−Xk)λk

Xk(Xs+1 −Xs)
.
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And by (4.6),

0 =
p∑

j=1

cqj(s+1) = Xs+1 a
p∑

j=1

Xs −Xqj

Xqj (Xs+1 −Xqj )
.

This implies a = 0. Hence, λ0 = css and λk = 0 for k ≥ 1. Thus, C(e0) =
css e0 = cssI(e0) and, by Lemma 2.14, we have C = cssI.

Now, if q1 = 0, by (4.5), a = cs0 = csq1 =
λs

Xs
. Hence, λs = aXs.

By (4.8), (4.9) y (4.10), we get

• λk =
Xs − 1
Xk − 1

aXs for k 6= q1, . . . , qp, s.

• λqj = aXs for j = 2, 3, . . . , p.

• λq1 = css + a(Xs − 1)
∑ 1

1−Xk
k 6=q1,...,qp,s

.

And by (4.8)

ck(s+1) =
Xs+1

Xs+1 −Xk

(
(Xs − 1)a− (Xk − 1)

λk

Xk

)
(k 6= s + 1)

In particular, cql(s+1) =
Xs+1(Xs −Xql

)a
Xql

(Xs+1 −Xql
)

for l = 1, 2, . . . , p. Finally, by

(4.6)

0 =
p∑

l=1

cql(s+1) = aXs+1

p∑
l=1

Xs −Xql

Xql
(Xs+1 −Xql

)︸ ︷︷ ︸
6=0

.

Therefore, a = 0, C(e0) = csse0. And in this case, we have C = cssI
too. �

By analogous procedures (see [1]) it can be proved that

Theorem 4.5. Let p, q, r ∈ N0 such that p < q < r and r ≥ 3. Then

A ∩ Bpqr = {α I : α ∈ K}.
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