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Describability via ubiquity and eutaxy in
Diophantine approximation

ARNAUD DURAND

Abstract

We present a comprehensive framework for the study of the size and large
intersection properties of limsup sets that arise naturally in Diophantine approx-
imation and multifractal analysis. This setting encompasses the classical ubiquity
techniques, as well as the mass and the large intersection transference principles,
thereby leading to a thorough description of the properties in terms of Hausdorff
measures and large intersection classes associated with general gauge functions.
The sets issued from eutaxic sequences of points and optimal regular systems may
naturally be described within this framework. The discussed applications include
the classical homogeneous and inhomogeneous approximation, the approximation
by algebraic numbers, the approximation by fractional parts, the study of uniform
and Poisson random coverings, and the multifractal analysis of Lévy processes.

1. Introduction

The aim of these notes is to present a comprehensive framework for the
study of the size and large intersection properties of sets of limsup type.
Such sets arise naturally in Diophantine approximation and multifractal
analysis. A simple example is the set of real numbers approximable at rate
7 by rational numbers, namely,

x—g <qlT for im. (p,q) GZXN},
where i.m. stands for “infinitely many”. It follows from Dirichlet’s pigeon-
hole principle that the sets J:, for 7 < 2, all coincide with the whole
real line. For 7 > 2 however, the sets are small in the sense that they
have Lebesgue measure zero. The notion of Hausdorff dimension enables
one to give a more precise description of their size. Specifically, a result
due to Jarnik and Besicovitch ensures that each set J, has dimension
equal to 2/7. Moreover, the fractal structure of these sets is striking: they

JT={$€R

Math. classification: 11J82, 11J83, 28A78, 28A80, 60D05, 60G17, 60G51.



Arnaud DURAND

satisfy the large intersection property discovered by Falconer. We refer to
Theorem 4.12 and to Corollaries 2.2 and 5.15 for specific statements.

The sets J; are only a particular instance of a wide category of sets
enjoying the same remarkable properties. They are of the form

S((xiy7ri)ier) = {ZL‘ c R¢ ‘ |x — x| <r; forim.ié€ I},

where the countably many points x; and positive real numbers r; consti-
tute an approrimation system. Under natural hypotheses on the system, a
general construction called ubiquity will enable us to derive the Hausdorff
dimension of the latter set, and also to show that the large intersection
property holds, see Sections 4 and 5. Moreover, through the mass and the
large intersection transference principles, we shall explain in Section 6 how
to extend the study to Hausdorff measures and large intersection classes
associated with general gauge functions. We shall then present in Sec-
tion 7 a new setting for the analysis of these sets: we shall show that, in
most situations, they are fully describable, meaning that the description
of their size and large intersection properties is as complete and precise as
possible.

Full describability arises in particular when the underlying approxima-
tion system is issued from a eutazic sequence of points or an optimal reg-
ular system; these two situations will be studied thoroughly in Sections 8
and 9, respectively. We shall subsequently illustrate them by many exam-
ples: optimal regular systems will enable us to discuss the homogeneous
and inhomogeneous Diophantine approximation problems in Section 10,
and the approximation by algebraic numbers in Section 12; eutaxy will
lead to the study of the approximation by fractional parts of sequences
in Section 11, and to the analysis of random coverings problems in Sec-
tions 13 and 14. Finally, applications to the multifractal properties of Lévy
processes will be discussed in Section 15.

Before addressing all these topics, we remind the reader of elementary
results on Diophantine approximation, and basic notions about Hausdorff
measures and dimension; this is the purpose of Sections 2 and 3.

Acknowledgements. These notes are issued from a mini-course given at a
spring school in Analysis held at Université Blaise Pascal in June 2014. 1
would like to thank Frédéric Bayart, Yanick Heurteaux and Andrzej Stés
for the organization of this event and for their precious help during the
preparation of this manuscript. Part of these notes were also presented in
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series of lectures given during the 2012 Program on Stochastics, Dimension
and Dynamics at Morningside Center of Mathematics in Beijing, and the
2013 Arithmetic Geometry Year at Poncelet Laboratory in Moscow. |
am grateful to the organizers of these two events, especially Ai-Hua Fan,
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2. Elementary Diophantine approximation

2.1. Very well approximable numbers

Diophantine approximation is originally concerned with the approxima-
tion of real numbers by rationals or, more generally, the approximation of
points in R¢ by points with rational coordinates. The first result on this
topic is due to Dirichlet. Below, | - | is the supremum norm on R,

Theorem 2.1 (Dirichlet, 1842). Let us consider a point x € RY. Then,
for any integer Q > 1, the neat system admits a solution (p,q) in Z¢ x N :

{1 <g<@?
lgz — ploo < 1/Q.

Proof. Let us consider the points 0,1, {z}, {2z},...,{(Q? — 1)z}, where
{ -} denotes the coordinate-wise fractional part, and 1 is the point with all
coordinates equal to one. These points all lie in the unit cube [0, 1]d, which
we may decompose as the disjoint union over ui,...,uq € {0,...,Q — 1}
of the cubes [IL[ui/Q, (u; + 1)/Q), where ) stands for the symbol ] if
u; = @ — 1, and for the symbol ) otherwise; in other words, the interval is
closed if and only if u; = Q — 1.

There are Q% such subcubes, and Q¢ + 1 points. Thus, the pigeon-hole
principle ensures that there is at least one subcube that contains two of
the points. As a result, there exist either two distinct integers r1 and
r9 between zero and Q? — 1 such that {riz} and {rex} are in the same
subcube, or one integer r5 between one and Q¢ — 1 such that {ryz} and
1 belong to the same subcube. In both cases, we deduce that there exist
two integers r, and ry satisfying 0 < 71 < 75 < Q% and two points with
integer coordinates s; and ss in 74 such that

(2.1)

1
|(rix — s1) — (rox — s2)| < —=.

T aQ
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The result now follows from letting ¢ = ro — 1 and p = s3 — s7. O

Theorem 2.1 means that the d real numbers x1,...,rs may simultane-
ously be approximated at a distance at most 1/@Q by d rational numbers
with common denominator an integer less than Q%, namely, the rationals
p1/4q,...,pd/q- In fact, this yields a uniform estimate on the quality with
which these real numbers may simultaneously be approximated by a se-
quence of rationals with common denominator. In the next statement,
ged(p, q) is the greatest common divisor of ¢ and all the coordinates of p.

Corollary 2.2. For any point x € R%\ Q, there exist infinitely many
pairs (p,q) in Z¢ x N such that

1
x — ‘OO < prEsVZ] and ged(p, q) = 1. (2.2)

Proof. For any point z in R?\ Q¢, let &, denote the set of pairs (p,q)
in Z% x N such that (2.2) holds. Moreover, for any integer @ > 1, let
£:(Q) denote the set of pairs (p, q) in Z¢ x N satisfying (2.1). Theorem 2.1
ensures that all the sets £,(Q) are nonempty. Moreover, the mapping
(p,q) — (p,q)/ged(p,q) sends the sets £,(Q) into &, and reduces the
value of |qz — p|oo. Thus,

1
inf  |gz — plo < inf qr — Ploo < —.
(p.9)EEx | oo (P.a)€E(Q) | oo Q
Letting Q — oo, we deduce that the infimum of |gz — p|s over (p,q) € &,
vanishes. Since z ¢ Q%, this implies that £, is necessarily infinite. O

In order to further study the quality of the approximation by points
with rational coordinates, we introduce for any real parameter 7, the set

+-L2 < 1 for im. (p,q) € Z% x N} . (2.3)
I 4"

These sets are nonincreasing with respect to 7. Furthermore, as a conse-

quence of Corollary 2.2, they coincide with R? when 7 < 1+ 1/d.

In fact, the points in J; ; are better and better approximated by points
with rational coordinates as 7 becomes larger. The quality of the approxi-
mation may thus be measured in terms of membership in Jy 7, specifically,
through the irrationality exponent defined by

T(x) =sup{r e R |z € Jyg,} (2.4)

de = {{E S Rd

4



DESCRIBABILITY VIA UBIQUITY AND EUTAXY

for any point z in R?\ Q¢. This exponent is always bounded below by
14+1/d. A point z for which 7(z) > 1+1/d is called very well approxzimable.
The set of very well approximable points is denoted by Welly.

It is clear from the above definition that the irrationality exponent
reflects the quality with which the points in R? \ Q% are approximated by
those with rational coordinates: the higher the exponent, the better the
approximation. Besides, the set of very well approximable points satisfies

Well; = RN\QH)Nn  |J  Jar (2.5)
>1+1/d

The main purpose of the metric theory of Diophantine approximation
is then to describe the size properties of sets such as Jy -, or generaliza-
tions thereof, in the case of course where they do not coincide with the
whole space R%. To this purpose, the most basic tool, but also the less
precise, is Lebesgue measure. As regards the specific case of the sets Jg -,
and their companion set Well;, we have the following elementary result.
The Lebesgue measure in R? is denoted by £? in what follows; its basic

properties are recalled in Section 3.1.

Proposition 2.3. The set Welly of very well approximable points has
Lebesgue measure zero, that is,

LY (Welly) = 0.
Equivalently, the sets Jq,, for 7> 1+41/d, have Lebesgue measure zero.

Proof. The proof is elementary, and amounts to using an appropriate cov-
ering of the set J; . To be specific, for any integer Q > 1,

1
Jd,Tm[Oa 1]d g U U Boo <pa7_) )
9>Q pe{0,...,q}¢ a9

where By (z,7) is the open ball centered at x with radius r, in the sense
of the supremum norm. The subadditivity of Lebesgue measure yields

d
a0 0 < S (g + 1) ()
7>Q
The above series converges when 7 > 1+ 1/d. Letting Q@ — oo, we deduce
that the Lebesgue measure of Jg - N [0, 1]¢ vanishes. Since the set Jar is
invariant under the action of Z¢, its Lebesgue measure vanishes in R%.

5
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To establish that Well; has Lebesgue measure zero as well, it suffices
to observe that the union in (2.5) may be indexed by a countable dense
subset of values of 7, because of the monotonicity of the sets J;, with
respect to 7. For instance, letting 7,, = (14 1/d) + 1/n, we get

oo oo
L (Wellg) < £ (U Jd,m> <> £%J4r,) =0.
n=1 n=1
Finally, knowing that Well; has Lebesgue measure zero, we can recover
the fact that the sets Jy,, for 7 > 1+ 1/d, also have Lebesgue measure
zero by using (2.5) and the fact that Q% is Lebesgue null. O

It readily follows from Proposition 2.3 that, in the sense of Lebesgue
measure, the irrationality exponent is minimal almost everywhere, that is,

for Loae. z € RINQ?  7(2) =1+ 2, (2.6)

where a.e. means “almost every”. Moreover, as shown by Proposition 2.3,
describing the size of the sets J;, in terms of Lebesgue measure only is
not very precise, as we just have the following dichotomy: the set Jg -
has full Lebesgue measure in R? if 7 < 1 + 1/d, and Lebesgue measure
zero otherwise. A first way of giving a more precise description is then to
compute the Hausdorff dimension of the set Jg; this will be performed
in Sections 3.4 and 4.5. One purpose of these notes is in fact to provide
a description as comprehensive as possible of the size, and also the large
intersection properties of these sets and natural extensions thereof.

2.2. Badly approximable points

These points play a particular role in Diophantine approximation. A point
x € R? is called badly approzimable if

Je>0 V(p,q)EdeN

r— =
RIS
The set of badly approximable points is denoted by Bady. In dimension d =
1, the badly approximable points are called badly approximable numbers.
As the name indicates, the elements of Bady are badly approximated by
the points with rational coordinates: the irrationality exponent satisfies

gi/d

p‘ze

1
Va € Bady T(z) =1+ 7
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Hence, the points in Bady attain the bound imposed by Dirichlet’s theorem
and its corollary, namely, Theorem 2.1 and Corollary 2.2. In other words,

Bady C (RY\ Q%) \ Well. (2.7)

Due to Proposition 2.3, the set in the right-hand side of (2.7) has full
Lebesgue measure in R%\ Q?. The badly approximable points thus supply
specific examples of points for which the typical property (2.6) holds.
Regarding the left-hand side of (2.7), we now establish the next result.

Proposition 2.4. The set Bady of badly approximable points has Lebesque
measure zero, that is,
L£%(Bady) = 0.

Proof. For any n > 1, let J,, be the set obtained when replacing by
1/(ng'*t1/) the radii 1/¢" in the definition (2.3) of Jg,. Clearly,

o0
R\ Badg 2 () Jn,

n=1
Due to the subadditivity of Lebesgue measure, the proof reduces to show-
ing that for all n > 1, the set R?\ J,, has Lebesgue measure zero. The
corollary to Dirichlet’s theorem, namely, Corollary 2.2 implies that this
holds for n = 1. To prove that this also holds for higher values of n, one
may then use Proposition 4.11 below. (Il

The above measure theoretic considerations directly imply that the in-
clusion in (2.7) is strict. Actually, Lebesgue-almost every point in the
set R?\ Q¢ is neither very well nor badly approximable. The next step
in the description of the size properties of Bady was first performed by
Schmidt [54] who showed that the Hausdorff dimension of this set is d.

2.3. Inhomogeneous approximation

Inhomogeneous Diophantine approximation usually refers to the approxi-
mation of points in R¢ by the system obtained by the points of the form
(p+ «a)/q, where as usual p is an integer point, and ¢ is a positive integer,
and where «a is a point in R? that is fixed in advance. When « is equal to
zero, one obviously recovers the situation discussed in Section 2.1, which
is referred to as the homogeneous one.

The next result due to Khintchine [40] complements Dirichlet’s theo-
rem, namely, Theorem 2.1. Among Khintchine’s works, this result may be

7
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regarded as an anticipation of his deep transference principle that relates
homogeneous and inhomogeneous problems, see e.g. [19, Chapter V].

Theorem 2.5. For any x € RY, the following properties are equivalent:

(1) there exists a real number v > 0 such that for any integer Q > 1,
the next system admits no solution (p,q) in Z¢ x N :

{1§q<7Qd
‘qw_p‘oogl/Q;

(2) there exists a real number T > 0 such that for any o € R? and any
integer Q > 1, the next system admits a solution (p,q) in Z¢ x N :

{1 <g< FQd
lgr —p — ale < 1/Q.

Moreover, if v exists, then I' depends on v and d only. Likewise, if T’
exists, then v depends on T' and d only.

The proof of Theorem 2.5, given in [40], yields the next complementary
result. For any point z € R? and any integer Q > 1, let us define

q(x,Q) = inf {q eN

1
lgx — ploo < 0 for some p € Zd} .

It follows from Dirichlet’s theorem that ¢(z, Q) is less than Q.

Proposition 2.6. For any real number v € (0, 1), there exist a real num-
ber I'y > 1 and an integer Q. > 1, both depending on v and d only, such
that the following property holds: for any points x and a in R¢ and for
any integer Q > Q., the fact that q(x, Q) > vQ% implies that

q(z,Q) < q<2q(z,Q)
’qw —D—- Oé‘oo S F*/Q(xa Q)l/d'
This result will be called upon in the proof of Theorem 10.1. The latter

theorem will then enable us to study the metric properties of a natural
inhomogeneous analog of the set J; , defined by (2.3), specifically, the set

A(p,q) c 7% x N {

Jir= {:UG]Rd

‘ P+«
x_

1
‘ < — forim. (p,q) € 74 x N} . (2.8)
9 leo 4

8
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Note that Proposition 2.3 may straightforwardly be extended to that case.
Specifically, one easily checks that J7  has Lebesgue measure zero for
any 7 > 1+ 1/d. Some more work is required to show that, as in the
homogeneous setting, the set J7 has full Lebesgue measure in the whole

space R? in the opposite case; this will be a consequence of Corollary 10.4,
which actually gives a much more precise description of the size of Jg' .

3. Hausdorff measures and dimension

3.1. Premeasures and outer measures

Before dealing with Hausdorff measures, we introduce general definitions
and state classical results from geometric measure theory. Our viewpoint
is that initiated by Carathéodory: considering outer measures on all the
subsets of the space R?, and then discussing further measurability prop-
erties of subsets. Our treatment will be rather brief and we refer to [52]
for missing proofs and details. Throughout, we restrict our attention to
R?, even if the discussed notions may be defined in general metric spaces.

The collection of all subsets of R? is denoted by P(R?). We recall that a
function y : P(RY) — [0, 00] is an outer measure if the next conditions are
fulfilled: p(0) = 0; for any sets E; and E in P(R?) such that E; C Fs,
we have u(E1) < p(Es) ; for any sequence (E,,),>1 in P(RY),

K (G En) < i M(En)'
n=1 n=1

Hence, an outer measure y is defined on the whole collection P (R?). How-
ever, it enjoys further properties when restricted to the p-measurable sets,
namely, the sets E € P(R?) such that for all A and B in P(R%),

{AgE

BCRI\E = p(AUB) = pu(A) + u(B).

Here and below, the notation Ll indicates as usual the union of disjoint sets.
The collection of all p-measurable sets is denoted by F,. The connection
with the standard approach of measures on o-fields is then given by the
following result. A set N € P(RY) is called u-negligible if u(N) = 0.
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Theorem 3.1. For any outer measure i, the following properties hold:
(1) the collection F,, is a o-field of R%;
(2) every p-negligible set in P(RY) belongs to Fus

(3) for any sequence (Ey,)n>1 of disjoint sets in F,,, we have
oo o0
2 <|_| En) = Z N(En)’
n=1 n=1

In addition, we also have the following useful properties concerning
monotonic sequences of y-measurable sets: for any nondecreasing sequence
(Fy)n>1 of p-measurable subsets of R? and for any subset E of RY,

I (E N G 1 Fn) = lim 1 p(ENF,); (3.1)
n=1

for any nonincreasing sequence (F),)p>1 of y-measurable sets and for any
subset E of R? such that u(E N F,) < oo for some integer n > 1,

1 (E N ﬁ J Fn> = nh_}ngo Lu(ENE,). (3.2)
n=1

Theorem 3.1 ensures that the restriction of an outer measure p to the
o-field F), is a measure in the usual sense. Conversely, let us consider a
measure v defined on some o-field F of subsets of R?. We may extend v
to the whole P(R?) by letting

% .
V*(E) _é%%y(F)
for any set E € P(R?). We obtain an outer measure v* whose restriction
to F coincides with v, and such that the o-field of all v*-measurable sets
contains F. This is a particular case of the following general construction
where, rather than just being the extension of a usual measure, an outer
measure is derived from a function defined on a class of subsets of R%.

Definition 3.2. A premeasure is a function of the form ¢ : C — [0, oo],
where C is a collection of subsets of R? containing the empty set, that
satisfies ¢(0) = 0.

10
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The construction makes use of the standard notion of covering. Given
a set E in P(RY) and a collection C of subsets of R? containing the empty
set, recall that a sequence of sets (Cp,)p>1 in C is called a covering of E if

o0
EC | Cn.
n=1
Note that this definition encompasses the case of coverings by finitely
many sets, as we can choose the sets C, to be empty when n is large
enough. The next result gives a general method to build an outer measure
starting from a premeasure.

Theorem 3.3. Let C be a collection of subsets of R? containing the empty
set, and let ¢ be a premeasure defined on C. Then, the function (* defined
on P(RY) by

* = inf 3.3

SR HoCh 33
CneC

is an outer measure. Here, the infimum is taken over all coverings of the

set E by sequences (Cp)n>1 of sets that belong to C.

Obviously, the above procedure is “closed”, in the sense that if u denotes
an outer measure, then © may be seen as a premeasure on P(Rd) and the
outer measure p* defined via (3.3) coincides with u. Let us now present
another way of extending a premeasure into an outer measure, by taking
additionally into account the metric structure of R%. The diameter of a
set F € P(RY) is denoted by |E]|.

Theorem 3.4. Let C be a collection of subsets of R? containing the empty
set, and let ( be a premeasure defined on C. Then, the function (. defined
on P(RY) by

G(EB) =lm 1 G(B)  with — G5(E) = EgiLIJlfcn ;C(Cn) (3.4)
Cn€C,|Cnl<6

is an outer measure. Here, the infimum is taken over all coverings of the
set E by sequences (Cy)n>1 of sets from C with diameter at most .

Let us mention that it is obvious from (3.3) and (3.4) that for any
premeasure ¢ and any subset £ of R?, we have (*(E) < (s(E) for all § > 0;
thus, taking the limit as 6 — 0, we deduce that (*(E) < («(F). The main

11
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advantage of the above construction over that given by Theorem 3.3 is that
the outer measure (, is metric, namely, for all A and B in P(R%)\ {0},

d(A,B)>0 =  u(AUB) = u(A)+ u(B).

Here, d(A, B) is the distance between A and B, that is, the infimum of
la —b| over all a € A and b € B. This property implies that the Borel sets
are measurable with respect to the outer measures (.. The Borel o-field
is denoted by B.

Theorem 3.5. Let (. be the outer measure obtained from a given pre-
measure C through (3.4). Then, the Borel subsets of R? are (.-measurable,
that is, B C F¢,.

The general theory discussed above may be applied to define the impor-
tant example of Lebesgue measure and recover its main properties. The
starting point is the premeasure v defined on the open rectangles of R¢
by

d d
v <H(a,~, bz)> = H(bl - ai) (35)

i=1 i=1

for any points (ay,...,aq) and (by,...,bs) in the space R? such that the
condition a; < b; holds for any i € {1,...,d}. The d-dimensional Lebesgue
outer measure L% is then defined as the outer measure on P(RY) defined
with the help of (3.3) from the premeasure v, namely, £? = v*. The d-
dimensional Lebesgue measure, still denoted by £¢, is the restriction of this
outer measure to the o-field of its measurable sets. It follows from this defi-
nition that the Lebesgue outer measure is translation invariant and homo-
geneous of degree d under dilations. Actually, the Lebesgue outer measure
coincides with the outer measure defined on P(R?) from the premeasure
v with the help of (3.4), that is, £? = v,. It thus satisfy additional metric
properties, and in particular the Borel sets of R? are measurable. Finally,
though this does not follow from the general theory presented above, one
may of course show that £¢(R) = v(R) for any open rectangle R of R
Similarly, the right-hand side of (3.5) gives the Lebesgue measure of any
closed, or half-open, rectangle determined by (a1, ..., aq) and (b1, ..., bg).

12
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3.2. Hausdorff measures
3.2.1. Definition and main properties

The first definitions and properties of Hausdorff measures were estab-
lished by Carathéodory and Hausdorff. They are obtained by applying
Theorem 3.4 to premeasures defined in terms of gauge functions.

Definition 3.6. A gauge function is a function g defined on [0, co] which
is nondecreasing in a neighborhood of zero and satisfies the conditions

lim g(r) = g(0) =0 and g(00) = oc.
r—0
The collection of all gauge functions is denoted by &.

The convention that gauge functions take an infinite value at infinity
has very little importance and is only aimed at lightening some of the
statements below. Note in addition that we do not exclude a priori the
possibility that a gauge function assigns an infinite value to some positive
real numbers.

Definition 3.7. For any gauge function g, the Hausdorff g-measure H9
is the outer measure on P(R?) defined with the help of (3.4) from the
premeasure g o | - |, namely,

HI=(gol )«
where g o | - | denotes the premeasure defined on P(R?) by E + g(|E|).

It follows that the Hausdorff measures are translation invariant. More-
over, Theorem 3.5 ensures that the Borel subsets of R are measurable
with respect to the Hausdorff measures. Besides, for any > 0, we shall
also use the outer measures

Hi=(g9°]-1)s
defined by (3.4) in terms of the premeasure g o | - |. Note that they are
indeed outer measures as a result of Theorem 3.3.
We may derive from the relative behavior at zero of two gauge functions

a comparison between the corresponding Hausdorff measures. This is the
purpose of the next result; its proof is simple and therefore omitted.

Proposition 3.8. For any gauge functions g and h, and for any E C RY,

(g 05) #48) < 08 < (s ) ),

13
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except if the lower or upper bound is of the indeterminate form 0 - oo, in
which case the corresponding inequality has no meaning.

Let us now explain how Hausdorff measures behave when taking images
of sets under a mapping that satisfies a form of Lipschitz condition.

Proposition 3.9. Let V be a nonempty open subset of R% and let f be
a mapping defined on V with values in RY . Let us assume that there is
a continuous increasing function ¢ defined on [0,00) such that ¢(0) =0
and

Ve,ye Vo |f(2) = fy)l < ez —yl).

Then, for any gauge function g, the function go @~ *

a gauge function, and for any subset E of V,

may be extended to

HI? T (f(E)) < HO(E).
We omit the proof because it is elementary. Proposition 3.9 is typically
applied to mappings f that are Lipschitz, or uniform Holder; ¢ is then of
the form r — cr®.

3.2.2. Normalized gauge functions and net measures

We shall hardly be interested in the precise value of the Hausdorff g-
measure of a set, but only in its finiteness or its positiveness. Thus, it
will be useful to compare the Hausdorff g-measures with simpler objects
obtained for instance by making further assumptions on the gauge function
g or the form of the coverings. This is the purpose of the next two results.
The first statement calls upon the notion of normalized gauge functions.

Definition 3.10. For any gauge function g, we consider the function gy
defined for all real numbers r > 0 by

d ; 9(p)
= f == 3.6
ga(r) =r ot “ (3.6)
along with g4(0) = 0 and g4(c0) = oo ; the function g4 is then called the d-
normalization of g. Moreover, we say that a gauge function is d-normalized

if it coincides with its d-normalization in a neighborhood of zero.

The power functions discussed in Section 3.3, as well as their products
with logarithmic factors, provide simple examples of normalized gauge

14
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functions. The following result shows that the Hausdorff measure asso-
ciated with a given gauge function is comparable with the measure ob-
tained from its d-normalization. We refer to [21, Proposition 3.2] or to [49,
Lemma 2.2] for the proof.

Proposition 3.11. For any gauge function g in &, the function g4 de-
fined above is a gauge function for which the mapping r — gq(r)/r? is
nonincreasing on (0,00). Moreover, there is a real number k > 1 such that
for any g € & and any E € P(RY),

HI4(E) < HI(E) < k HI(E).

The second statement shows that we may restrict our attention to cov-
erings with dyadic cubes when estimating Hausdorff measures of sets. The
main advantage of working with coverings by dyadic cubes is that they
may easily be reduced to coverings by disjoint cubes; this is due to the
fact that two dyadic cubes are either disjoint or contained in one another.
Recall that a dyadic cube is a set of the form

A=279(k+10,1)%),

with j € Z and k € Z¢. We also adopt the convention that the empty set is
a dyadic cube. The collection of all dyadic cubes, including the empty set,
is denoted by A. Given a gauge function g, let us consider the premeasure
that maps each set A in A to g(|\|), and which is denoted by go |- |5 for
brevity. Then, Theorem 3.4 enables us to introduce the outer measure

MI = (gol-[a)« (3.7)

and Theorem 3.5 shows that the Borel sets are measurable with respect
to MY; this outer measure is usually termed as a net measure. We refer
to [52, Theorem 49] for the proof of the following result.

Proposition 3.12. There exists a real number k' > 1 such that for any
gauge function g and any subset E of RY,

HI(E) < MI(E) < & HI(E).

Both normalized gauge functions and net measures will play a key role
throughout these notes, especially in Section 6.3 where generalized large
intersection classes are introduced. In fact, when the gauge functions are
normalized, some companion outer net measures satisfy additional prop-
erties that are crucial to an appropriate definition of these classes; we refer
to Section 6.3.1 for more technical details.
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3.2.3. Connection with Lebesgue measure

Finally, it is important to observe that the Lebesgue measure £¢ is a par-
ticular example of Hausdorff measure. We have indeed the next statement;
we refer to [52, Theorem 30] for a proof.

Proposition 3.13. There is a real K > 0 such that for any B € B,
rHr»—H"d (B) — Rllﬁd(B).

If the space R? is endowed with the Euclidean norm, it can be shown
that the constant x” arising in the statement of Proposition 3.13 is

4\ 2 d
k' = () Yd with Yqg =T ( + 1) ,
s 2

where I' denotes the gamma function, see [52, pp. 56-58]| for details.
Furthermore, we shall often use the following noteworthy result for gen-
eral Hausdorff measures. For any gauge function g in &, we introduce

R—I())
ly = llgélf T € [0, 0], (3.8)
a parameter which enables us to define the subsets of gauge functions
B> ={ge&|l; =00} and " ={ged|l,c(0,00]} (3.9)

Proposition 3.14. For any gauge function g in &, depending on the value
of £y, one of the three following situations occurs:

(1) if £y = oo, then for any B € B,
LYB) >0 — HI(B) = 00
(2) ifty € (0,00), then there is a real kg > 0 such that for any B € B,
HI(B) = ry LY(B)
(3) if £y =0, then the outer measure HY is equal to zero.

Proof. Let gq denote the d-normalization of g. Since g4(r)/r? tends to
{4 when r goes to zero, we deduce from Propositions 3.8 and 3.13 that
HI94(B) is equal to £"€,L4(B) for any Borel set B € B, except if latter
value is of the indeterminate form 0-oco. Along with Proposition 3.11, this
directly yields (1).
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Let us now assume that ¢, is finite. It follows from Proposition 3.11
that

rg = HI([0,1)%) < wHI([0,1)%) = k"€, £4[0,1)%) = kK"l, < 0.

In particular, x4 vanishes when ¢, does. The countable subadditivity and
the translation invariance of 9 then lead to (3). Finally, note that x4 is
both positive and finite when /, is. Indeed, in addition to the previous
bound, we have

rg = HI([0,1)%) > HI4([0,1)?) = x"£,£%([0,1)%) = £"L, > 0.

The measurability of the dyadic cubes with respect to HY and the trans-
lation invariance of that outer measure imply that H9()\) equals rgL%(N)
for any dyadic cube A. These cubes generate the Borel o-field, so we de-
duce (2) as in the proof of [52, Theorem 30], or from the uniqueness of
extension lemma, see e.g. [59, Lemma 1.6(a)]. O

3.3. Hausdorff dimension

The Hausdorff measures associated with gauge functions enable one to
give a precise description of the size of a subset of R?. However, it is
arguably more intuitive, and often sufficient, to restrict to a specific class
of gauge functions, namely, the power functions r — r®, for s > 0. This
approach gives rise to the notion of Hausdorff dimension.

For these particular gauge functions, we use the notation H® instead
of H™"", for brevity, and we call this outer measure the s-dimensional
Hausdorff measure. It is clear that the gauge function r +— 7° is normalized
if and only if s < d; when s > d, the corresponding d-normalization is
the zero function and, on account of Proposition 3.11, the s-dimensional
Hausdorff measure is constant equal to zero.

Specializing Proposition 3.8 to the power gauge functions, we see that
for any nonempty set F C R?, there is a critical so € [0, d] such that the
s-dimensional Hausdorff measure of E is infinite when s € (0, sp), and zero
when s > sg. This observation yields the notion of Hausdorff dimension.

Definition 3.15. The Hausdorff dimension of a nonempty set E C R? is
dimpg E = sup{s € (0,d] | H*(F) = oo} = inf{s € (0,d] | H*(F) = 0}.

We adopt the convention that the supremum and the infimum are equal
to zero and d, respectively, if the inner sets are empty. Moreover, the
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Hausdorff dimension of the empty set is —oo. Specializing the results of
Section 3.2 to the power gauge functions leads to the following proposition.
We recall that a mapping f defined on an open set V C R? and valued in
RY is bi-Lipschitz with constant cy if

Va,y eV 'x;y' <@ - f@ < ez -yl (310)

Proposition 3.16. Hausdorff dimension satisfies the following proper-
ties.
(1) Monotonicity: for all subsets Ey and Eo of R?,
FE1 C Ey - dﬂanﬁrfgdﬂnHl%.

(2) Countable stability: for any sequence (Ep)n>1 of subsets of R?,

o0
dimy U E, =supdimyg F,.

n=1 n21

(3) Countable sets: if E C R? is nonempty and countable, dimyg E = 0.

(4) Sets with positive Lebesgue measure: if a subset E of R% has pos-
itive Lebesgue measure, then dimg F = d.

(5) Invariance under bi-Lipschitz mappings: if V' is an open subset of
R and f:V — RY is bi-Lipschitz, then forany set ECV,

dimy f(F) = dimg E.

Finally, we directly infer from Proposition 3.12 that the formula in
Definition 3.15 is still valid when H?® is replaced by M?®, where M?® is a
shorthand for the net measure M" " introduced in Section 3.2.2.

3.4. Upper bounds for limsup sets

Deriving upper bounds on Hausdorff dimensions or, more generally, ob-
taining an upper bound on the Hausdorff measure of a set is usually
elementary: it suffices to make use of an appropriate covering of the set.
There is a situation that we shall often encounter where the covering is
natural: when the set under study is a limsup of simpler sets, such as balls
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for instance. Let us recall that the limsup of a sequence (E),)n>1 of subsets
of R? is
o oo
limsup E, = ﬂ U E,,
n—00 m=1n—m
and consists of the points that belong to E,, for infinitely many values of
n. We then have the following elementary result.

Lemma 3.17. For any sequence (E,)n>1 of subsets of RY and for any
gauge function g, the following implication holds:

n—oo

Zg(’EnD < 00 — HY (limsupEn> = 0.
n=1

Proof. Let us consider a real number § > 0 and a gauge function g such
that the series Y., g(|Ey|) converges. In particular, g(|Ey|) tends to zero
as n — oo; thus, unless g is the zero function in a neighborhood of the
origin, in which case the result is trivial, we deduce that |E,| < ¢ for all n
larger than some integer ng > 1. We then choose an integer m > ng and
cover F/ by the sets F,,, for n > m, thereby obtaining

HIE) < Y g(IEa.

The series being convergent, the right-hand side tends to zero as m — oo,
and the result follows from letting  tend to zero. O

Specializing the above result to power gauge functions, we deduce an
upper bound on the Hausdorff dimension of the limsup of the sets E,, :

Z |E,|® < oo} )

n—oo n=1

dimyg <lim sup En) < inf {s >0

A typical application of Lemma 3.17 is the derivation of an upper bound
on the Hausdorff dimension of the homogeneous approximation set Jg -
defined by (2.3). Recall that this set is equal to the whole space R? when
7 <1+ 1/d, so that we focus on the opposite case. It is then clear that

o0 o0 1

Jar = U (k+J5.) with Jor = ﬂ U U Boo (p7 T) :
kezd Q=14¢=Q pe{o0,...,g}¢ 41

The set J;  is the limsup of the balls B (p/q,¢77), for p € {0, .. gl

and ¢ > 1. The previous bound prompts us to examine the convergence
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of > ,(q¢ + 1)4(2/q7)%, for s > 0. Obviously this series converges if s is
larger than (d + 1)/7. We deduce that the set J, _ has Hausdorff dimen-
sion bounded above by this value. The countable stability of Hausdorff
dimension, namely, Proposition 3.16(2) finally yields

d+1
dimy Jg,» < i (3.11)
T

Likewise, we may also compute an upper bound on the Hausdorff dimen-
sion of a very classical fractal set: the middle-third Cantor set, denoted
by K. There are several ways of writing this set; the most suitable for
dimension estimates is

[e.e]

Lol L (3.12)

Jj=0  we{0,1}4

Here, I,, denotes the closed interval with left endpoint 2u; /3+. ..+ 2u;/37
and length 377, if u is the word wy...u; in {0,1}/. For consistency, we
adopt the convention that the set {0, 1}Y contains only one element, specif-
ically, the empty word &, and that the set I is equal to the whole interval
[0,1]. As usual, the notation LI used in (3.12) indicates that the sets in-
volved in the union are disjoint. Note that every point of the Cantor set K
belongs to one of the intervals I, with u € {0,1}/, for every integer j > 0.
In particular, K is the limsup of the intervals I,,. In the spirit of the pre-
vious general bound, we need to inspect the convergence of 3_; 27(377)5.
Accordingly,

(3.13)

3.5. Lower bounds: the mass distribution principle

Whereas deriving upper bounds on Hausdorff dimensions often amounts to
finding appropriate coverings, a standard way of establishing lower bounds
is to build a clever outer measure on the set under study. This remark is
embodied by the next simple, but crucial, result.

Lemma 3.18 (mass distribution principle). Let E be a subset of R?, let
p be an outer measure on RY such that p(E) > 0, and let g be a gauge
function. If there exists a real number 8o > 0 such that for any set C C R?,

ICl<d = wC)<g(C]),
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then the set E has positive Hausdorff g-measure, specifically,
HY(E) = p(E) > 0.

Proof. We consider a real number ¢ € (0, o] and a sequence (C,),>1 of
subsets of R? with diameter at most § such that E C U,, Crn. Then,

n(E) < p (Ej Cn> < iu(Cn) < ig(!Cn!)-

n=1

We conclude by taking the infimum over all (Cy,)n>1 and letting § — 0. O

In particular, if the gauge function is of the form r — cr?® for some ¢ > 0
and s € (0,d], the set E has positive s-dimensional Hausdorff measure,
and thus dimension at least s. Applying this idea to the Cantor set yields

. log 2

dimp K > g3’ (3.14)
a bound that matches (3.13). Indeed, let C denote the collection formed by
the empty set and all the intervals I, for u € {0,1}/ and j > 0. We define
a premeasure ¢ on C by letting ¢(§) = 0, and ((I,) = 277 if the word
u has length j. Theorem 3.3 enables us to extend via the formula (3.3)
the premeasure ¢ to an outer measure ¢* on all the subsets of R. One
then easily checks that the function p that maps a subset E of R to the
value (*(F NK) is also an outer measure. Now, given a subset C' of R
with diameter at most one, let us derive an appropriate upper bound on
1(C). We may clearly assume that C' N K is nonempty, as pu(C) vanishes
otherwise. Moreover, if C' has positive diameter, there is a unique integer
4 > 0 such that 3-U*1D < |C| < 377. The intervals I,, for u € {0,1}7, are
separated by a distance at least 377. Hence, the set C intersects only one
of these intervals, which is denoted by I(C). Therefore, C' N K is included
in I(C), so that

u(C) = ¢(CNK) < CI(C)) =27 = (37) < 3°[C]* = 2,

where s is equal to log 2/ log 3. The same bound holds when C' has diameter
zero. Actually, in that case, C' is reduced to a single point in K. For each
j >0, there is a unique u € {0,1}’ such that this point is in I, so that

wC) = ¢ (CNK) < ((Iy) =27 =

We conclude by observing that p(K) > 1; this is due to Lemma 3.19
below. By Lemma 3.18, this implies that H*(K) > 1/2, and hence (3.14).
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3.6. The general Cantor construction

This is an extension of the above approach. This construction is indexed
by a tree, that is, a subset T" of the set

U=JN
j=0
such that the three following properties hold:

e The empty word & belongs to T

o If the word u = uy ... u; is not empty and is in 7', then the word
m(u) = w1 ...uj—1 also belongs to T'; this word is the parent of u.

e For every word w in T, there exists an integer k,(7") > 0 such that
the word uk belongs to T if and only if 1 < k < k,,(T'); the number
of children of u in T is then equal to k(7).

Let us recall here that, in accordance with a convention adopted previ-
ously, the set N° arising in the definition of U is reduced to the singleton
{@}; the empty word & clearly corresponds to the root of the tree.

To each element u of the tree T, we may then associate a compact
subset I, of R%, and a possibly infinite nonnegative value ¢(I,). Defining
in addition () = 0, we thus obtain a premeasure ¢ on the collection C
formed by the empty set together with all the sets I,,. We assume these
objects are compatible with the tree structure, in the sense that

ko (T) ko (T)
I, 2 |_| Lk and ((L,) < Z C(Luk) (3.15)
k=1 k=1

for every w € T. Similarly to (3.12), the notation U indicates that the
sets involved in the union are disjoint. Remark that nodes u € T such
that k,(T") vanishes, i.e. childless nodes, are not excluded a priori but
the corresponding sets necessarily satisfy ((I,,) = 0. More generally, ((I,,)
vanishes when the subtree of T" formed by the descendants of u is finite;
this is seen by induction on the height of this subtree. Besides, the second
condition in (3.15) may easily be replaced by an equality. Indeed, it suffices
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to replace ¢ by the premeasure { defined on C by {(Iz) = ((Iz) and
_ C(Iuk)
() = o (L),

C(Iul)
=1

for w € T and k € {1,...,k,(T)}. When the denominator vanishes, the
numerator vanishes as well, and we adopt the convention that the quotient
is zero. Note that the premeasure thus obtained bounds ¢ from below.

Thanks to Theorem 3.3, we may then extend the premeasure ¢ to an
outer measure ¢* on all the subsets of R? through the formula (3.3). This
finally enables us to consider the limiting set

K:ﬁ¢ L] I (3.16)

Jj=0 weTnNNJ

together with the outer measure u that maps a set £ C R? to the value
C*(E N K). If the tree T is finite, it is clear that K is empty and g is
the zero measure, and so the construction is pointless. The next result
discusses the basic properties of K and p in the opposite situation; we
leave its proof to the reader.

Lemma 3.19. Let us assume that the tree T is infinite. Then, K is a
nonempty compact subset of Iy. Moreover, the outer measure u has total
mass p(K) = ((Iz).

The next result shows that, under further conditions on the compact
sets I, we may derive a lower bound on the Hausdorff dimension of the
limiting set K. In its statement, (¢;);>1 and (m;);>1 are defined by

e; = min d(ly, I, and m; = min  ky(T).
I u,wETNNI ( “ U) T wernNi1 u( )
UFv
Lemma 3.20. Let us assume that the sequence (€;);>1 s decreasing and
that the sequence (mj)j>1 is positive. Then,

1 ceaMmi_
dimyg K > liminf og(m: 17;] V
J7ee —log(my' "))

We omit the proof from these notes, and we content ourselves with
mentioning that it relies crucially on Lemma 3.18, namely, the mass dis-
tribution principle. We refer to [32, Example 4.6] for a discussion of the
one-dimensional case.

23



Arnaud DURAND

4. Homogeneous ubiquity and dimensional results

The purpose of this section is twofold. First, we present an abstract frame-
work which encompasses and naturally extends the set of points that are
approximable at rate at least 7 by points with rational coordinates; re-
call that this set is denoted by J;, and defined by (2.3), and arises in
the classical homogeneous approximation problem. Second, we present a
general method to determine the Hausdorff dimension of the sets that fit
into this framework. This will enable us in particular to determine the
Hausdorff dimension of the set .J;,, thereby recovering a famous result
due to Jarnik [37] and Besicovitch [10], see Section 4.5.

We also recall from Section 2.1 that the set J; » coincides with the whole
space R? when the parameter 7 is not larger than 1 + 1/d. This follows
from Dirichlet’s theorem, through Corollary 2.2. Hence, every point in R?
is approximated by points with rational coordinates at rate at least 1+1/d.
The first step is then to identify an appropriate notion of approzimation
system to generalize the combination of the points p/q with the radii
1/ ¢*1t1/4 for which the uniform approximation is achieved. The second
step is to introduce natural generalizations of the smaller sets Jg,, for
7 > 1+ 1/d. The third step is finally to provide optimal upper and lower
bounds on the Hausdorff dimension of these generalized sets.

As explained hereunder, through the remarkable notion of ubiquity, an
a priori lower bound on the Hausdorfl dimension can be derived from the
sole knowledge that one of the sets has full Lebesgue measure. Thanks
to ubiquity, the arguably difficult lower bound in the Jarnik-Besicovitch
theorem will in fact quite amazingly be a straightforward consequence of
a simple result, namely, Dirichlet’s theorem.

4.1. Approximation system

This notion is modeled on the emblematic example that consists of the
pairs (p/q, l/qlﬂ/d)7 for p € Z% and ¢ € N, on which the sets Jar are
based. We shall present many other examples throughout these notes.

Definition 4.1. Let Z be a countably infinite index set. We say that a

family (z;,7;)iez of elements of R? x (0, 00) is an approzimation system if

supr; <oo and Vm €N #{iel'
i€l

1
|zi] <m and r; > — § < 0.
m
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Let us point out that we do not need to specify the norm | - | the
space R? is endowed with. In fact, Proposition 4.11 below implies that
the notions considered in this section do not depend on the chosen norm.
Now, replacing the system supplied by the rational points by an arbitrary
approximation system (z;,7;)icz, we may naturally rewrite the sets Jg -,
for 7> 1+ 1/d, in the form

Ft:{xERd’|m—xi| <7t for i.m.iEI}, (4.1)

where ¢ > 1. If z is in F}, then there exists an injective sequence (i, )n>1
of indices in Z such that |z —x;,| <} for all n > 1. Given a real number

e > 0, let us consider an integer n > 1 with r; > . Clearly,

|z, | < 2| + |2 — 24, | < |z| 4+ supr.
ieT

Thus, if m denotes an integer larger than both 1/e and the right-hand
side above, we have |z;,| < m and r;, > 1/m. Since (z;,7;)iez is an ap-
proximation system, this means that there are only finitely many possible
values of n when ¢ is given. We readily deduce that r;, tends to zero and
x;, tends to x as n — oo. The point x is thus approximated by the se-
quence (2;,)n>1 at a rate given by the sequence (r} ),>1 ; this justifies the
terminology of the previous definition. Moreover, it is obvious and useful
to remark that, up to extracting, we may suppose that the latter sequence
is decreasing without losing the approximation property.

Our main purpose is now to give an upper and a lower bound on the
Hausdorff dimension of the sets F; under appropriate assumptions on the
approximation system (x;,7;)iez. In Sections 5 and 6, we extend these
bounds to large intersection properties and general Hausdorff measures.

4.2. Upper bound on the Hausdorff dimension

The preceding discussion shows that the sets F; are essentially of limsup
type, thereby falling in the framework dealt with in Section 3.4. More
precisely, for any bounded open set U C R, let

IU:{Z'GI|$Z'EU}.

If a given point x belongs to F; N U, the above remark ensures that there
exists a sequence (in(z))n>1 of indices in Z such that z;, () tends to = as
n — oo. As the set U is open, the indices iy (z) thus belong to Zy for n
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sufficiently large. On top of that, for any real number € > 0, we have
#{iEIU|7“Z->6}§#{iEI

for m large enough. We may thus find an enumeration (iy),>1 of the set
Zy such that the sequence (r;,)n>1 is nonincreasing and tends to zero at
infinity. We finally end up with an approximate local expression of F}; as
a limsup set, namely,

F,NU ClimsupB(z;, ,rt ) C F,NU, (4.2)

in
n—00

1
]:Ui|<mand7“i>}<oo
m

where U stands for the closure of the open set U.

In view of Section 3.4, it is thus natural to examine the convergence
of the series Y, |B(i,,r} )|°, for s > 0. To be more specific, making a
convenient change of variable, this amounts to considering the infimum
of all s such that } ,c7 7 converges. Note that this infimum is clearly
a nondecreasing function of U. In order to cover the case where U is
unbounded, and maybe also obtain a better value in the bounded case,

we finally introduce the exponent

sy = inf supinf{s>0 Z Ty <00, (4.3)

U:UZ U[ Kzl ieIUZ
where the infimum is taken over all sequences (Uy)¢>1 of bounded open
sets whose union is equal to U. Our approach leads to the next statement.

Proposition 4.2. For any approzimation system (x;,7i)icz, any open
subset U of R® and any real number t > 1,

dimy(F, N U) < STU

Proof. Let (Uy)r>1 denote a sequence of bounded open sets whose union
is equal to U. For any ¢ > 1, the open set Uy is bounded, so the in-
clusions (4.2) are valid. As a consequence, if s is a positive real number
such that ZiGIUZ r; converges, we may apply Lemma 3.17 with the gauge

function r — 7/t thereby deducing that the set F; N U; has dimension
at most s/t. We conclude thanks to the countable stability of Hausdorff
dimension, namely, Proposition 3.16(2). O

In most situations, the naive bound supplied by Proposition 4.2 gives
the exact value of Hausdorfl dimension, and moreover the parameter s;
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does not depend on the choice of the open set U. This happens when the
approximation system is derived from a eutaxic sequence or an optimal
regular system; these two notions are discussed in Sections 8 and 9.

4.3. Lower bound on the Hausdorff dimension

Our goal is now to establish a lower bound on the Hausdorff dimension of
the set F; defined by (4.1) under the following simple assumption on the
underlying approximation system (x;, 7;)icz.

Definition 4.3. Let Z be a countably infinite index set, let (x;,r;)iez be
an approximation system in R? x (0,00) and let U be a nonempty open
subset of R?. We call (x4,7i)icr @ homogeneous ubiquitous system in U if
the set F has full Lebesgue measure in U, i.e.

for L%ae. 2 €U Fim. iel |z — x| < 7.

Note that we do not impose that all the points x; belong to the open set
U. Actually, the approximation system is usually fixed at the beginning,
and the open set is then allowed to change so that one can examine local
approximation properties. Moreover, the fact that a given approximation
system (x;,7;);ez is homogeneously ubiquitous ensures that the approx-
imating points x; are well spread, in accordance with the corresponding
approximation radii ;. The following remarkable result, established by
Jaffard [35], shows that this assumption suffices to obtain an a priori
lower bound on the Hausdorff dimension of the sets Fj.

Theorem 4.4. Let (x;,7;)icz denote a homogeneous ubiquitous system in
some nonempty open subset U of R:. Then, for any real number t > 1,

d

More precisely, the set FyN\U has positive Hausdorff measure with respect
to the gauge function r — r%t|logr|.

Combining Theorem 4.4 with Proposition 4.2 above, we remark that if
(x4, 7i)ie7 is a homogeneous ubiquitous system in U, then the parameter
sy defined by (4.3) is necessarily bounded below by d. We also readily
deduce the following result.
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Corollary 4.5. Let (z;,r;)icz be a homogeneous ubiquitous system in
some nonempty open set U C R, If sy < d, then for anyt > 1,

d

Again, an emblematic situation where this holds is when the approxima-
tion system is issued from a eutaxic sequence or an optimal regular system,
see Sections 8 and 9. We shall prove an extension of Theorem 4.4 to the
framework of sets with large intersection in Section 5, see Theorem 5.14 for
a precise statement. In addition, the transference principles discussed in
Section 6 natural generalize these results to Hausdorff measures and large
intersection classes associated with arbitrary gauge functions. Besides, let
us mention that a heterogeneous and a localized version of Theorem 4.4
are established in [2] and [4], respectively.

The remainder of this section is devoted to the proof of Theorem 4.4.
We thus fix a homogeneous ubiquitous system (x;,7;);ez and a nonempty
open subset U of R?. We may obviously assume that U has diameter at
most one. Consequently, the index set Zyy admits an enumeration (ip)n>1
such that the sequence (7,)n>1 is nonincreasing and tends to zero at
infinity.

4.3.1. A covering lemma

The proof of Theorem 4.4 calls upon a simple result in the spirit of Vitali’s
covering lemma but with a measure theoretic flavor.

Lemma 4.6. For any nonempty open set VC U and any p > 0, there is
a finite set Z(V, p) C Iy such that r; < p for alli € Z(V,p), and

LYV)
230"

|_| B(zi,ri) CV and Z Ed(E(x“m)) >
i€Z(Vip) i€Z(Vip)

In particular, the balls B(x;,7;), for i € I(V, p), are disjoint.

Proof. For any p > 0, there exists an integer n, > 1 such that r;, < p for
all n > n,. We observe that (z;,,7;,)n>n, is a homogeneous ubiquitous
system in U. Hence, every nonempty open set V' C U necessarily contains
a closed ball of the form B(z;,,r;,), for n > n,. Indeed, any such open
set V' contains an open ball of the form B(zg,79), and the smaller ball
B(x,709/2) contains a point x that belongs to infinitely many open balls
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of the form B(x;,,r;,) with n > n, ; choosing n so large that r;, is smaller
than r¢/4, we may use the point = to ensure that

B(i,,7i,) C B(wg,m9) C V.
Therefore, if V' denotes a nonempty open subset of U, we can define
ny = min {n >ny, ‘E(win,rin) C V}.

For any integer K > 1, the same argument allows us to define recursively

K
E(xin7rin) CV\ U E(xznk ’ rZ"lc)} '

NK+1 = min {n >Nk
k=1

We thus obtain an increasing sequence of positive integers (ng)x>1. Then,
since the radii r;, monotonically tend to zero as n — oo, we infer that

o
V N limsup B(z;,, 73, ) U B(wi,, , 37, )- (4.4)

n—o0

Indeed, if = belongs to the set in the left-hand side of (4.4), we necessarily
have = € B(z;,,7;,) C V for some sufficiently large integer n > n;. Letting
K denote the unique integer such that ng < n < ngy1, we deduce from
the mere definition of nx 1 that the ball B(x;, ,r;, ) meets at least one of
the balls E(l’ink , rink), for k € {1,..., K}, at some point y. Hence,

|z — @i, | <o — 2|+ |z, —yl+ |y — 24, | <13 + 130, + 15, < 314,

where the latter bound results from the fact that n > nx > n; and that
the radii are nonincreasing. Thus, = is in the right-hand side of (4.4)
Finally, since (z;,,7i,)n>1 is a homogeneous ubiquitous system in U,
the left-hand side of (4.4) has Lebesgue measure equal to £4(V). Conse-
quently, along with (4.4), the properties of Lebesgue measure imply that

( U E xzn s 3Tzn > < 3d Z ‘Cd(E(xan ) rink ))

k=1 k=1

To conclude, we define K as the first integer such that the K-th partial
sum of the series appearing in the right-hand side exceeds £4(V')/(2 - 3%),
and then Z(V, p) as the set of all indices iy, , for k € {1,..., K}. O
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4.3.2. The ubiquity construction

After fixing a real number ¢ > 1, the proof of Theorem 4.4 now consists
in applying Lemma 4.6 repeatedly in order to build a generalized Cantor
set that is embedded in the set F; N U, together with an appropriate
outer measure. We shall ultimately apply the mass distribution principle,
namely, Lemma 3.18 to this outer measure. We shall thus need an estimate
on the mass of balls, i.e. on the scaling properties of the outer measure.
The construction is modeled on that presented in Section 3.6; recall
that it is indexed by a tree T and consists of a collection of compact
sets (Iy)uer and a companion premeasure ¢ such that the compatibility
conditions (3.15) hold. However, we need to be more precise in the present
construction, and we actually require the following specific conditions:

(0) every node in the indexing tree T has at least one child, that is,

. -
min ky(T) 2 15

(1) the compact set Iy indexed by the root of the tree is a closed ball
contained in U with diameter in (0, 1) and

((Io) = |o|"" log (4.5)

o]’

(2) for every node u € T'\ {@}, there exists an index i, € Zy such
that
Iy = B}, C By C Ingy;

(3) for every node u € T'\ {@}, we have simultaneously
267
|By| < 2exp (—t|]7r(u)|d(1/t—1)—1) 7
in addition to both

|| BoCILiwy and > LYBy) >
’UESu ’UGSu

LY Lnuy) |
2.3d 7

(4) for every node u € T'\ {@}, the premeasure ¢ satisfies

_ LYBu)
() = S CA(By) C(Lr(w))-

’UGSu
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In the above conditions, S, denotes the set formed by a given node u and
its siblings, namely, the nodes v € T such that m(v) = m(u). Moreover,
the sets B, and B! are the closed balls defined by

¢

By = B(x;,,14,) and B =B (%’u, r;“) . (4.6)
The reason why the ball B!, has radius 7} /2, and not merely r! , will be
apparent later, specifically, in the proof of Lemma 4.10. In addition, let
us recall that 7w(u) denotes the parent of a given node u, and k,(T) is
the size of its progeny. Also, note that the compatibility conditions (3.15)
easily result from (0-4) above; we even have equality in the compatibility
condition that concerns the premeasure (. Lastly, it is useful to remark
that the balls B, involved in the construction all have diameter at most
one, since they are included in U.

The construction is performed inductively on the generation of the in-
dexing tree. In order to guarantee (1), we begin the construction by con-
sidering an arbitrary closed ball with diameter in (0, 1) that is contained
in the nonempty open set U ; this ball is the compact set Iy indexed by
the root of the tree. We also define ((Iz) by (4.5), in addition to the
compulsory condition ¢((}) = 0.

Furthermore, let us assume that the tree, the compact sets and the
companion premeasure have been defined up to a given generation j in
such a way that the conditions (0-4) above hold; we now build the tree, the
compacts and the premeasure at the next generation j+1 in the following
manner. For each node u of the j-th generation, we apply Lemma 4.6 to
the interior of I, and the real number

2 - 64 T
Pu = €XP ( P |Iu|d(1/t 2 1) )

the resulting finite subset of Z; is denoted by Z(int I, p,, ). We then decide

that the progeny of the node u in the tree T' has cardinality k,(7T") equal

to that of Z(int I, p,). Furthermore, we let iy, for k € {1,... k,(T)},
denote the elements of Z(int I, p,,). Using the notation (4.6), we have

ku(T) ku(T) 4 Ed(I )
By, Cint I, C I, Bui) > 22
k|:|1 wk C int I, C and kz::l LY Buk) 5 3d
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Besides, the radii of the balls B, are bounded above by p,. Using the
notation (4.6) again, we also define the compact sets I, as being the closed
balls Bt , for k € {1,...,ky(T)}. Thus, the condition (0) is satisfied by
the nodes of the j-th generation, and the conditions (2-3) hold for those
of the (j + 1)-th generation. Finally, for k € {1,...,k,(T)}, let

LY Bur)

)

C(Iu ): k(T
£ et

C(Lu),

so that (4) holds for the nodes of the (j + 1)-th generation.

4.3.3. Scaling properties of the premeasure

The next result gives an upper bound on the premeasure ¢ in terms of the
diameters of sets.

Lemma 4.7. For any node u € T,

1
(L) < 1! log 177 (4.7)

Proof. Let us prove (4.7) by induction on the length of the word u € T.
First, equality holds when u is the empty word, due to the mere value of
((Iz) determined by (4.5). Moreover, if we consider a node v € T\ {&}
and if we assume that (4.7) holds for its parent node m(u), then the con-
ditions (2-4) yield

C(Lr(u))
LI (wy)

< 2+ 6911 Ly |17V log

I
—9. 6d|fu|d/t<( n(u))

C(I,) <2-34LYB,
(Lu) (Bu) FAT

1

Finally, due to the restriction on the diameter of B, imposed by the con-
dition (3) and the fact that log(1/r) < 1/r for all r > 0, we have

< t 1 2 1 1 1
0 = 0g —,
|I7r(u)| ~2-64 & |Bu| 2- 64 & |Iu|

| Ly "D log

which leads to (4.7) for the node w itself. O
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4.3.4. The limiting outer measure and its scaling properties

With the help of Theorem 3.3, we may extend as usual the premeasure
¢ to an outer measure ¢* on all the subsets of R? via (3.3). We may
also consider the limiting compact set K defined by (3.16), in addition
to the outer measure u that maps a set £ C R% to the value ¢*(E N K).
The tree T considered here is infinite, so Lemma 3.19 shows that K is a
nonempty compact subset of I5. Moreover, the outer measure y has total
mass ((K) = ((Iz). The next result shows that K C F; N U as required.

Proposition 4.8. The compact set K is contained in Fy NU. Hence,

1
P OU) = u(K) = (Iz) = 1| log 7.

1%
Proof. On the one hand, we already mentioned that K C I C U. On the
other hand, if a point = belongs to K, then there exists a sequence (§;);>1
of positive integers such that x € I, ¢, for all j > 1. Hence, the point
x belong to the infinitely many nested balls Bél__gj - B(:);’Z-élmgj,rfglufj),
and so belongs to Fj.

Thanks to Lemma 4.7, we may now derive an upper bound on the
p-mass of sufficiently small closed balls of RY.

Proposition 4.9. For any closed ball B with diameter less than e~%/t,

1
u(B) < 2-12¢| B/t 1og®.

Proof. We may obviously assume that the ball B intersects the compact
set K, as otherwise u(B) clearly vanishes. Besides, if the ball B intersects
only one compact set I, at each generation, then there exists a sequence
(§5)j>1 of positive integers such that BN K C I¢, ¢, for all j > 1, so that

w(B) = C(BNEK) < ((Tgy..¢,) < ey, log

— 0,
’Ifl---fj| Jj—oo
thanks to Lemma 4.7. The upshot is that we may suppose in what follows
that there exists a node u € T such that the ball B intersects the compact
set I,,, and at least two compacts indexed by the children of u. We further
assume that v has minimal length, which in fact ensures its uniqueness.
The easy case is when the diameter of the ball B exceeds that of the
compact set [, ; indeed, as the intersection set B N K is covered by the
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sole I,,, we may then deduce from Lemma 4.7 that
1 1
w(B) = C(BNK) < (L) < 1] log 7 < | B log 7.
u
Note that the last inequality holds because |B| is small enough to ensure
that the considered function of the diameter is nondecreasing.
Let us now deal with the opposite case in which |B| is smaller than
|I,|. Let KC denote the set of all integers k € {1,...,k,(T)} such that I
intersects B. The proof calls upon the next simple volume estimate.

Lemma 4.10. For any integer k € K,

LYB N By) > 474 LY Buy).
Proof. For any distinct k and &’ in K, the balls B, and B, are disjoint,
so the distance between their center is larger than the sum of their radii.

For any y; and yi in I, N B and I, N B, respectively, we deduce that
t t

T L
’riﬂk + riuk’ < |:L‘iuk’ o xz“k| S % + |ykl - yk|
This yields a lower bound on the diameter of the ball B, namely,
t t
riuk + riuk’ ,r/f'u,k
|B| > |yr — yi| > Tiwe T Ty — 9 2 Tiyy, — 9

Letting x¢ and rg denote the center and the radius of B, respectively, and
letting s denote half the right-hand side above, we deduce that ro > s.

If the distance between xz;, and zo is smaller than ro — sy, then the
closed ball B(x;,, , sx) is included in B N By, so that

£4BNB 4(B(z; (5" g
) > B0 = ) £9(Buy).

Tiuk
In the opposite case, since the balls I, and B intersect, we have
rt
/L’U,
ro — S < ‘xiuk - -T0| < Tk +ro="1r0+ Ty — 2sp.

We may thus consider the barycenter defined by

. Tro— Sk
 [@i — o
It is clear that the distance between my and xg is equal to ro—sg. Likewise,
the distance between my, and x;,, satisfies

mg = )\kxiuk -+ (1 — )\k)xo with Ak € [O, 1].

[mp — iy | = (1= M) |2iy, — ol = |2iy, — ol — 10 + sk < 7y — Sk
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Hence, the closed ball B(my, si) is contained in B N B, and as above

£4BNB 4B (e
) = LBmes0) = () LB,

,riuk
The result follows because r; , is bounded above by one. (I
The previous lemma enables us to estimate the pu-mass of the ball B.

Indeed, the ball intersects the compact set K inside the compact sets I,
for k € K, so the conditions (3) and (4) yield

u(B) = (BN K)

d
<3 Cw) = 3 ) <23 LS L),
kek kek o LBy W kek

I=1
Now, using Lemma 4.10 and the disjointness of the balls B, we get

w(B) <2- 12d£€§(]}‘3) ge’:ccd(B N Bu) <2- 12d§(f;3) L£Y(B).

Combining the condition (2), the definition (4.6) of the balls B! and the
bound on the {-mass of I, given by Lemma 4.7, we deduce that

1 1
w(B) < 2-124B||1,| "D ]og — < 2.124|B|¥*log —-.
| 2| | Bl
Here, we used the fact that t > 1 and |I,,| > | B|. We conclude by combining
this bound with the one obtained in the previous easier case. O

To finish the proof of Theorem 4.4, it remains to apply the mass dis-
tribution principle, namely, Lemma 3.18. In fact, any bounded subset C'
of RY may be embedded in a closed ball B with radius equal to |C|. If we
assume in addition that |C| < e~#*/2, the ball B has diameter less than
e/t and Proposition 4.9 gives

1 1

1(C) < w(B) < 2-124B|% log Bl < 21294t |/t logm.

Letting g denote the gauge function r — r%*|logr|, the mass distribution
principle and Proposition 4.8 finally ensure that

HI(FNU) > 9 .19d2od/t — 9 .19d9d/t >0,

d/t
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from which we deduce that F; N U has Hausdorff dimension at least d/t.
We finish by pointing out that the mass transference principle discussed in
Section 6.2 actually implies a stronger property: the set F; U has infinite
(d/t)-dimensional Hausdorff measure.

4.4. Behavior under uniform dilations

The covering lemma coming into play in the above proof, i.e. Lemma 4.6,
also entails that multiplying all the approximation radii by a common
positive factor does not alter the property of being a homogeneous ubiqg-
uitous system. We have indeed the next useful statement, which implies
in particular that homogeneous ubiquity is independent on the norm.

Proposition 4.11. Let (z;,7;)icz be a homogeneous ubiquitous system in
some nonempty open subset U of R%. Then, for any real number ¢ > 0,
the family (z;,cr;)icz is also a homogeneous ubiquitous system in U.

Proof. The family (z;,c7r;)iez is clearly an approximation system, so it
remains to show that the set R, of all points z € R? such that |lz—x;| < cry
for infinitely many indices ¢ € Z has full Lebesgue measure in U. This is
obvious if ¢ > 1, because R. 2 Rj, which has full Lebesgue measure in U.
We thus restrict our attention to the case in which ¢ < 1.

Let V be a nonempty bounded open subset of U and let j be a positive
integer. By Lemma 4.6, there is a finite subset Z; = Z(V,277) of Z such

that the balls B(xz;, ;) are disjoint, contained in V', with radius at most
277, and a total Lebesgue measure at least £4(V)/(2 - 3%). In particular,

o0 o0
R.NV D limsup |_| B(zj,cr;) = ﬂ + U |_| B(x;, cry).
i=00 T, j=1  j'=ji€L,

The set V' is bounded, thereby having finite measure. Hence, (3.2) yields

d prd
LYR V) > limsup 3 £4(B(as, eri)) > Ce V)
J=00 jeg, 2-3

Let us assume that £4(U \ R,) is positive. Then £4(U,, \ R.) is positive
for m large enough, where U,,, denotes the set U N (—m, m)?. Furthermore,

LU \ R,)

LY RN Um) \ K) < 530
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for some compact subset K of R. N U, see e.g. [47, Theorem 1.10]. Ap-
plying what precedes to the bounded open set V = Uy, \ K, we obtain
A LYU, \ K) - A LYU, \ Re)

2. 3d - 2-3d ’
and then a contradiction. Hence, R, has full Lebesgue measure in U. [J

LYR.N (U \ K)) >

4.5. The Jarnik-Besicovitch theorem

Let us recall from (2.3) that Jg - is the set of points that are approximable
at rate at least 7 by the points with rational coordinates. The set Jg -
coincides with the whole space R% when 7 <1+ 1 /d, as a consequence of
Dirichlet’s theorem, see Corollary 2.2. We thus assume throughout that 7
is larger than 1+ 1/d. In that case, we know from Proposition 2.3 that
Jq,r has Lebesgue measure zero. Moreover, using elementary methods,
we established in Section 3.4 that J;, has Hausdorff dimension at most
(d+ 1)/, see (3.11). Actually, the latter bound is the exact value of
the dimension. The above theory of homogeneous ubiquitous systems will
indeed enable us to recover the next result, obtained by Jarnik [37] and
Besicovitch [10].

Theorem 4.12 (Jarnik, Besicovitch). For any real number 7 > 1+ 1/d
and any nonempty open subset U of RY,
d+1

—

dimy(Jy, NU) =

Proof. The set Jg141/q coincides with the whole R?, so it obviously has
full measure therein, namely, for Lebesgue-almost every = € R?, there are
infinitely many pairs (p, ¢) € Z% x N such that |z — p/q|e < ¢~ %/%. This
means that the family (p/q,q '~/ d)(p’q)ezde is a homogeneous ubiqui-
tous system in RY. Besides, for any integer M > 1 and any real number
s > 0, note that

Z 71 1/d Zq 1+1/d 8# deB (O,QM))
(p,q)GZdXN q=1
P/q€EB oo (0,M)

The cardinality appearing in the sum is of the order of (qM )d, up to
numerical constants. Hence, the critical value s for the convergence of the
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series is that for which (1 + 1/d)s —d = 1. We deduce that for any open
set U C RY, the parameter sy defined by (4.3) is bounded above by d.
We now apply Corollary 4.5. For any 7 > 1+ 1/d, the approximation
radii ¢77 in the definition of J;, may be written in the form (g1 1/dyt
with t = 7d/(d+ 1) > 1. We deduce that for any nonempty open set U C
RY, the set J, ., NU has Hausdorff equal to d/t, i.e. equal to (d+1)/7. O

We can relate this result with the notion of irrationality exponent, de-
fined by (2.4). In fact, for any 7 > 141/d, let T(%T denote the set of points

x in RY\ Q¢ with irrationality exponent satisfying 7(x) > 7. Clearly,

Jir\Q'C T, = () 4 Jar \ Q.

T'<T

Due to Theorem 4.12 and the fact that Q% is countable, we deduce that
Tf . has Hausdorff dimension equal to (d + 1)/7 in every nonempty open

subset of R?. Theorem 4.4 actually gives a slightly more precise result:
letting g, denote the gauge function r — r(d+1)/7| logr| and U be such
an open set, we know that the set J;, N U has positive Hausdorft g,-
measure, so the set TiT N U satisfies the same property. This allows us to

determine the Hausdorff dimension of the set T of points z in R\ Q¢
with irrationality exponent equal to 7. As a matter of fact,

T, =T7.\ U 1t Jar (4.8)

T'>T

Moreover, thanks to Proposition 3.8, we easily infer that the sets Jg ,/, for
7" > 7, have Hausdorfl g;-measure zero. Finally, the mapping 7/ +— Jg
is nonincreasing, so the union in (4.8) may be written as a countable one,
and the subadditivity of Hausdorff measures entails that its g.-measure
vanishes. This yields

_ d+1
dimp(T;,NU) = i ,
' T

as the set in the left-hand side of (4.8) has positive g,-measure in U.
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5. Large intersection properties

We present in this section the classes of sets with large intersection intro-
duced by Falconer [30, 31], and we enlighten their remarkable interplay
with the theory of homogeneous ubiquitous systems discussed in Section 4.

5.1. The large intersection classes

These classes are composed of subsets of R? with Hausdorff dimension
at least a given s satisfying the striking counterintuitive property that
countable intersections of the sets also have Hausdorff dimension at least s.
This is in stark contrast with, for instance, the case of two affine subspaces
with dimension s; and so, respectively, where the intersection is generically
expected to have dimension s; + so — d. The aforementioned classes are
formally defined as follows. Recall that a Gs-set is one that may be written
as the intersection of a countable sequence of open sets.

Definition 5.1. For any s € (0,d], the class G*(R?) of sets with large
intersection in R with dimension at least s is the collection of all G-
subsets F' of R? such that

dimy ﬂ n(F) > s

n=1
for any sequence (g, )n>1 of similarity transformations of RY.

As shown later in these notes, numerous examples of sets with large in-
tersection arise in metric number theory. Let us point out that the middle-
third Cantor set K gives a typical example of set that is not with large
intersection. Indeed, letting ¢ denote the mapping that sends a real num-
ber z to (z + 1)/3, we readily observe that K N ¢(K) is reduced to the
points 1/3 and 2/3, thereby having Hausdorff dimension zero, whereas K
itself has dimension log2/log 3, see (3.13) and (3.14).

As mentioned above, the main property of the large intersection classes
G*(R?) are their stability under countable intersections; remarkably, they
are also stable under bi-Lipischitz transformations, i.e. mappings satisfy-
ing (3.10). This is the purpose of the next statement.

Theorem 5.2. For any real number s € (0,d], the class G*(RY) is closed
under countable intersections and bi-Lipschitz transformations of RY.
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The proof of Theorem 5.2 is postponed to Section 5.3 so as not to in-
terrupt the flow of the presentation. Combined with the definition of the
classes G*(R?) given above, Theorem 5.2 directly yields the following max-
imality property with respect to countable intersections and similarities.

Corollary 5.3. For any real number s € (0,d], the class G*(RY) is the
mazimal class of Gs-subsets of R® with Hausdorff dimension at least s that
1s closed under countable intersections and similarity transformations.

We now give several characterizations of the classes G*(R?). Some of
them are expressed in terms of outer net measures that are obtained by
restricting to coverings by dyadic cubes. For any s € (0, d], let us consider
the premeasure | - |} that maps a given cube A € A to |A|®. Then, as in
Section 3.2.2, Theorem 3.4 allows us to consider the net measure

M = (|- [3)
defined by (3.4). In view of Proposition 3.12, this outer measure is compa-

rable with the s-dimensional Hausdorff measure. In addition, Theorem 3.3
enables us to introduce the outer measure

MG = (- 13)" (5.1)
that is defined by (3.3), and thus corresponds to coverings by dyadic cubes

of arbitrary diameter. It is clear that the outer measures M3 bound the
net measures M? from below. Hence, for any subset F of R%,

ME(E) >0 = dimyg E > s. (5.2)

Moreover, the next lemma shows that the M?_-mass of dyadic cubes may
easily be expressed in terms of their diameters. The proof is omitted be-
cause this result actually follows from the more general formula (6.5) that
will be established later.

Lemma 5.4. For any real number s € (0,d] and any dyadic cube \ € A,
ME(N) = ME (int A) = [A]°.

For any real number s € (0,d] and any set F' C R%, let us now consider
the following properties:

(1) for any nonempty open subset U of R? and any sequence (f,,)n>1
of bi-Lipschitz transformations from U to R,

dimy () £, '(F) > s;
n=1

40



DESCRIBABILITY VIA UBIQUITY AND EUTAXY

(2) for any sequence (g,)n>1 of similarity transformations of R?,

dimit () ulF) = s

n=1
(3) for any positive real number ¢ < s and any dyadic cube A € A,
M (FNA) = M (V)

(4) for any positive real number ¢ < s and any open subset V of R?,

ML (FNV) =ML (V);

(5) for any positive real number ¢ < s, there exists a real number
¢ € (0,1] such that for any dyadic cube A € A,

ME(FX) >eMi(N);

(6) for any positive real number ¢t < s, there exists a real number
¢ € (0,1] such that for any open subset V of RY,

MEL(FNV) > e ML (V).

Note that the property (2) coincides with the definition of the large
intersection class G*(R?) under the assumption that I is a Gs-set. The
next result details the logical relationships between the previous proper-
ties, and in fact implies that they give equivalent characterizations of the
large intersection classes.

Theorem 5.5. Let us consider a real number s € (0,d] and a set F C R?,

o The following implications hold:
(1) = (2) = 3) <= (4) = (b)) <= (6).

o If F is a Gs-set, then the properties (1-6) are all equivalent, and
characterize the class G5(R?).

The proof of Theorem 5.5 is discussed in Section 5.3. Note that the
characterizations (5) and (6) still hold when changing the norm on R%; the
large intersection classes are thus independent on the choice of the norm.
Moreover, let us point out that the formulations given by Falconer [31]
for (3-6) are slightly erroneous and must be replaced by the corrected
versions above, see Bugeaud’s paper [18] for details.
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Hereunder are several other noteworthy properties of the classes. They
all readily follow from Definition 5.1, except the last one for which we refer
to [31, Theorem C(f)].

Proposition 5.6. The large intersection classes G*(RY), for s € (0,d),
satisfy all the following properties.

(1) Any Gs-subset of R? that contains a set in the class G5(RY) also
belongs to the class G*(RY).

(2) The mapping s — G*(RY) is nonincreasing.

(3) The class G*(RY) is the intersection over t < s of the classes
gt(Rd).

(4) For any F € G5(RY) and any F' € G¥ (RY), the product set F x F'
belongs to the class G55 (R,

Finally, note that a set with large intersection is necessarily dense in the
whole space R?. This is easily seen for instance by considering the charac-
terization (3) of the large intersection classes given by Theorem 5.5, and
by making use of Lemma 5.4. However, in some applications, the consid-
ered sets are thought of satisfying a large intersection property in some
nonempty open set U C R, but fail to be dense in the whole space R%.
We therefore need to introduce localized versions of the large intersec-
tion classes. In that situation, the use of similarity transformations is not
suitable anymore; a convenient way of proceeding is thus to localize the
characterization (4) of the large intersection classes given by Theorem 5.5
in the following manner.

Definition 5.7. For any real number s € (0,d] and any nonempty open

subset U of R?, the class G*(U) of sets with large intersection in U with

dimension at least s is the collection of all Gs-subsets F' of R% such that
MEL(FNV) =M (V)

for any positive real number ¢ < s and any open subset V of U.

Obviously, thanks to Theorem 5.5, each class G*(U) coincides with the
class G*(R%) introduced in Definition 5.1 when U = R%. Moreover, sim-
ilarly to G*(R?), the class G*(U) does not depend on the norm, either.
This is again due to the fact that the properties (5) and (6) arising in
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the statement of Theorem 5.5 are invariant under a change of norm and,
up to a localization in the vein of Definition 5.7, still characterize the
newly introduced classes. On top of that, the next result suggests that
the large intersection property described by the classes G*(U) combines a
density property with a measure theoretic aspect; this result may in fact
be considered as a Hausdorff dimensional analog of the Baire category
theorem.

Theorem 5.8. For any s € (0,d] and any nonempty open set U C R?,
(1) the class G*(U) is closed under countable intersections;

(2) for any set F € G*(U) and any nonempty open set V. C U,
dimg(FNV) > s.

The second property in Theorem 5.8 follows directly from (5.2), whereas
the first one is proven in Section 5.3.

5.2. Packing dimension

The sets with large intersection also display a remarkable behavior with
respect to packing dimension. Let us explain how this notion of dimension,
due to Tricot [58], is defined. First, given a gauge function g, we define on
the collection of all subsets F' of R? the packing g-premeasure by

PI(F) = 15%1 LPJ(F) with  P{(F)=sup)_ g(|Bnl),

n=1
where the supremum is taken over all sequences (By,),>1 of disjoint closed
balls of R? centered in the set F' and with diameter less than §. The

premeasures P9 are only finitely subadditive; it is thus more convenient
to work with the corresponding packing g-measure, defined by

PI = (PY)*

as in the formula (3.3), which is an outer measure on R%, as a consequence
of Theorem 3.3. It is actually possible to show that the Borel subsets of
R? are P9-measurable, see [47, Chapter 5] for details.

The definition of packing dimension is then similar to that of Hausdorff
dimension, namely, Definition 3.15. Specifically, when the gauge function
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g is of the form r — r® with s > 0, it is customary to use P? as a shorthand
for P9, and the packing dimension of a nonempty set F' C R is

dimp F' = sup{s € (0,d) | P°(F) = oo} = inf{s € (0,d) | P*(F) = 0},

with the convention that sup () = 0 and inf () = d. Moreover, it is standard

to define the packing dimension of the empty set as being equal to —oo.
The packing dimension of sets with large intersection is discussed in the

next statement, which may be seen as a counterpart of Theorem 5.8(2).

Proposition 5.9. Let s € (0,d] and let U be a nonempty open subset of
Re. Then, for any set F' € G*(U) and for any nonempty open set V C U,

dlmp(F N V) = d

In other words, a set with large intersection has maximal packing di-
mension in any nonempty open set. Again, for the sake of clarity, the proof
of Proposition 5.9 is postponed to Section 5.3.

5.3. Proof of the main results
5.3.1. Ancillary lemmas

The above results are established with the help of several technical lemmas
concerning the outer measures M7  that we now state.

Lemma 5.10. Let us consider two real numbers s € (0,d] and ¢ € (0, 1],
a subset F of R, and an open subset V of R%. Suppose that there is a
0 > 0 such that
ME(FNA) > eME (N
for all dyadic cubes X € A with diameter at most § contained in V. Then,
ME(FNV)>eMS (V).
Proof. This is a direct extension of [31, Lemma 1]. O

Lemma 5.11. Let us consider two real numbers s € (0,d] and c € (0,1],
a subset F of R, and an open subset V' of R%. Let us suppose that

ME(FNA) > e M (N
for all dyadic cubes X € A contained in V. Then,
ME(F AN = ML ()
for all dyadic cubes X € A contained in V' and all real numbers t € (0, s).
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Proof. This is a simple refinement of [31, Lemma 2. O

Lemma 5.12. Let U be a nonempty open subset of R and let f be a
bi-Lipschitz mapping from U to R® with constant cy > 1, see (3.10). Let
us consider two real numbers s € (0,d] and ¢ € (0,1] and a subset F' of
R?, and suppose that

ML(FNV)>cML(V)

for any open subset V of RY. Then, there exists a real number ¢’ € (0, 1]
such that for any open subset V of U,

/
c
ME(FHE)NV) > ——
oo(f ( ) ) = (3Cf)2d
Proof. The statement is clearly invariant under a change of norm, so we
may assume throughout the proof that R? is endowed with the supremum
norm | - |s. Let us observe that a Lipschitz mapping ¢ : U — R¢ with
constant k£ > 1 satisfies

M (g(A)) < (3k) M (A) (5:3)

for any subset A of U. Indeed, if (A,),>1 denotes a covering of the set
A, then g(A) is covered by the image sets g(\,,), and each of these sets is
itself covered by ([k] + 1)? dyadic cubes with diameter equal to that of
the initial cube A, where [ -] denotes the ceiling function. Hence, if V' is
an open subset of U, then f(V) is an open subset of R? and

ME(V) < (Bep) ' ME(F(V))

M (V).

< B iy (p vy < 07

C C

M (fTHF) N V),

which gives the required estimate. (I

Lemma 5.13. Let U be a nonempty subset of R? and let s € (0,d]. Let
us consider a sequence (Fj)p>1 of Gs-subsets of R? such that

M (FNV) = M (V)
for any k > 1 and any open subset V of U. Then, for any open set V C U,
M3, (ﬂ F N V) > 37 IME (V).
k=1
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Proof. If V is an open set and ¢ is a positive real number, let Vs denote
the inner §-parallel body of V', namely, the open set

Vs={z eV |dxR\V)>s

formed by the points in V" at a distance larger than § from its complement.

Let us first assume that the sets Fj are open and form a nonincreasing
sequence. Let V' be a bounded open subset of U and let € > 0. We define
inductively a sequence (V})r>0 of open subsets of V' and a sequence (J)r>1
of positive real numbers by letting Vy = V and

VE>1  Vi=(FrNVi1)s,,
where the real numbers 0 are chosen in such a way that
vk >1 ME (Vi) > MS (V) —e.

The existence of 0 follows from the fact that the outer measure M3,
satisfies the increasing sets lemma, see e.g. [52, Theorem 52]. Indeed, the
sets (Fj N Vik_1)s are nonincreasing with respect to § and their union is
equal to the whole set Fj N Vj_1, so this result ensures that

l(slg)l T M;((Fk N kal)é) = M&(Fk N kal) = M‘;O(kal)

The last equality follows from the hypothesis on the set Fj. It is thus
possible to choose §, appropriately if the set V,_1 has been chosen so.
Remark that (V;)g>1 is a nonincreasing sequence of compact subsets of
V, and that each compact set V}, is contained in the corresponding set F}.

Let (An)n>1 denote a covering of the intersection of the compact sets
Vi by dyadic cubes. We have

N4 Ve < UM C | int(3Mn),
k=1 n=1 n=1

where 3),, denotes the union formed by A, and the adjacent dyadic cubes.
By compactness, there exists an integer k& > 1 such that the set V} is
contained in the right-hand side above. Hence, V}, is covered by the dyadic
cubes that belong to 3\, for n > 1. We deduce that

ME(V) — & < M3(Vi) < 3 30,
n=1
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Taking the infimum over all dyadic coverings in the right-hand side, we
end up with

ME(V) —e < 34M3, (ﬂ ¢Vk> < 3 M3, (ﬂ kav> .
k=1 k=1

By letting the parameter € go to zero, we thus settle the case where the
sets F} are open and nonincreasing, and the open set V' is bounded.

To drop the boundedness assumption on V', one may use the increasing
sets lemma again. To get rid of the assumption on the sets F}, it suffices
to observe the intersection of any sequence of Gs-sets may be written as
the intersection of a nonincreasing sequence of open sets. ([

5.3.2. Proof of Theorem 5.5

We may now establish the various relationships between the properties
(1-6) involved in the statement of Theorem 5.5.
First, the proof that (1) = (2) follows from the observation that the
inverse of a similarity transformation of R? is a bi-Lipschitz mapping.
For the proof that (2) = (3), we refer to [31] even though there is a
slight mistake at this point of the paper. However, the properties (1-6)
above are exact; comparing them with those in [31], it is easy to spot the
error and correct the proof. The mistake is also discussed in [18, Section 4].
The proof that (3) < (4) = (5) < (6) follows straightforwardly from
Lemma 5.4, together with the observation that the interior of a dyadic
cube ) is an open set with the same M!_-mass as ) itself, by Lemma 5.10.
Finally, to establish that (6) = (1) for Gs-sets, let us assume that
F is a Gs-set satisfying (6), and let (f,)n>1 denote a sequence of bi-
Lipschitz transformations defined on a nonempty open set U. For each
n > 1, let ¢, denote a constant such that f, satisfies (3.10). Given t €
(0,s), Lemma 5.12 ensures that for any t' € (¢, s), there is a real number
¢ € (0,1] such that for any open subset V of U,

Me(£HE)NV) 2 g M (V).
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Applying this estimate to the interior of dyadic cubes and making use of
Lemma 5.4, we get for every dyadic cube A contained in U,

ME(FTHF) N A) > ME(f7Y(F) Nint A)

& . C ’

Then, it follows from Lemma 5.11 that for every dyadic cube A C U,
M (fH(F) nX) = ME (),

and Lemma 5.10 now ensures that this also holds when X is replaced by
an arbitrary open subset of U. Finally, Lemma 5.13 ensures that

M, (ﬁ Y F) N U) >3~ I ML (U) > 0.
n=1

To conclude, it remains to use (5.2) to deduce that the intersection of the
sets f1(F) has Hausdorff dimension at least , and to let ¢ tend to s.

5.3.3. Proof of Theorem 5.2

This is a direct consequence of Theorem 5.5. To prove the stability un-
der countable intersections, let us consider a sequence (F),)n>1 of sets in
G*(RY). When t € (0, s), the characterization (4) ensures that the sets F},
have maximal M!_-mass in the open subsets of R?. Lemma 5.13 yields

oo
M (ﬂ E, N V) >37IM (V)
n=1

for any open subset V of R?, and the characterization (6) shows that the
intersection of the sets F), belongs to the class G* (Rd).

To establish the stability under bi-Lipschitz mappings, let us consider
a set F in G*(R?) and a bi-Lipschitz mapping f defined on R%. Again,
when ¢t € (0, s), the characterization (4) of this class ensures that the set
F has maximal M’_-mass in all the open subsets of R?. Lemma 5.12 then
shows that there exists a real number ¢ € (0, 1] such that for any open set
V C R4,

¢ t
(3Cf)2d Moo(v)7
where cy is a constant associated with f as in (3.10). We conclude that
f7Y(F) is in G*(R?) thanks to the characterization (6) of this class.

ML) NV) =
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5.3.4. Proof of Theorem 5.8(1)

The proof is parallel to that of the stability under countable intersec-
tions of the classes G*(R?) given in Section 5.3.3. It suffices to replace
the characterization (4) of the class G%(R?) by the definition of the gen-
eralized classes G*(U), namely, Definition 5.7. As above, we then apply
Lemma 5.13. Finally, we obtain an analog of the characterization (6) of
the large intersection classes by applying Lemma 5.11.

5.3.5. Proof of Proposition 5.9

When U = RY, the result is [31, Theorem D(b)]. We thus refer to that
paper for the proof in that case, and we content ourselves here with ex-
tending the result to arbitrary nonempty open sets U. Let us consider a
set F' € G5(U), a nonempty open set V C U, and an arbitrary nonempty
dyadic cube \g contained in V. We write A\g in the form 275 (ko + [0, 1)%)
with jo € Z and kg € Z%, and we define

F= || (k277 + (Fnint X))
kezd

The fact that F is a Gg-subset of R? implies that F is a Gg-set as well.
Furthermore, for any dyadic cube A with diameter at most that of Ag,
there exists a unique integer point k € Z? such that )\ is contained in
k2790 + )\g, so that

FNx= (k277 4 (Fnint A)) N A.
With the help of (5.3), we deduce that for any ¢ € (0, s),
ME(FNA) > 374ML(Fnint Ag N (—k277° 4+ X))
> 37IM!_(F Nint(—k277° 4 X))
=37 ML (int(—k2790 + \)) = 37IME_(N).

The last equality is due to Lemma 5.4. The previous one holds because the
interior of —k2770 + )\ is an open subset of U, and the set F is in G5(U).
Finally, Lemmas 5.10 and 5.11 enable us to deduce that F € G (R?), from
which it follows that

dimp(F NV) > dimp(F N Ag) > dimp(FNint Ag) = dimp (F Nint Ag) = d.
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This results from applying [31, Theorem D(b)] to the set F and the open
set int \g, and from the packing counterpart of the monotonicity property
satisfied by Hausdorff dimension, see Proposition 3.16(1).

5.4. Link with ubiquitous systems

We showed in Section 4 that if (z;,7;);ez denotes a homogeneous ubig-
uitous system in some nonempty open subset U of R?, then for any real
number ¢ > 1, the set F; defined by (4.1) satisfies

d

see Theorem 4.4. The next result shows that the sets F; actually belong
to the large intersection classes given by Definition 5.7. Let us mention
in passing that, similarly to Theorem 4.4, heterogeneous versions of that
result are proven in [3, 23].

Theorem 5.14. Let (x;,7;)iez denote a homogeneous ubiquitous system
in some nonempty open subset U of RY. Then, for any real numbert > 1,

F, € G¥H ).

Proof. As mentioned in Sections 4.4 and 5.1, neither the notion of homo-
geneous ubiquitous system nor the large intersection classes depend on
the choice of the norm. For convenience, we assume throughout the proof
that the space R? is endowed with the supremum norm; the diameter of
a set E is denoted by |F|x.

Let us consider two real numbers o € (0,1) and s € (0,d/t), and a
nonempty dyadic cube A C U with diameter at most one. Dilating the
closure of A around its center, we obtain a closed ball B with diameter
a|\|so that is contained in the interior of \. We can reproduce the proof of
Theorem 4.4 with U being the interior of A and Iz being the ball B. We
thus obtain an outer measure p supported in F; Nint A with total mass
given by (4.5) and such that Proposition 4.9 holds.

Moreover, let (A,),>1 denote a covering of the set F; Nint A by dyadic
cubes. There exists a subset A/ of N such that the cubes \,, for n € N, are
disjoint and contained in A, and still cover int A. If we assume in addition
that the latter set has diameter less than e~%*/2, we see that every cube
An, with n € N is included in a closed ball B,, with radius equal to [A;]co,
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—d/t

and thus diameter smaller than e . Applying Proposition 4.9, we get

1
p(An) < p(Bn) < 2-127B, |4 log Bl < 21294\, | Y 1og
n|oco

Arguing as in the proof of Lemma 3.18, we get

Anloo

1
Moo)¥t10g ——— = [I4]%*1 = u(F, Nint A
(@[ A]oo) %8 T ol o8 T p(Fy Nint A)
<2129 37 |\, |4 og e

n:1 mn |00

We then use the fact that the function r — r%/*~%log(1/r) is nondecreasing
near zero. Specifically, if the diameter of \ is less than e t/(d=st) " we have

[An]L! log = [ Ml An]2' " log < Pl A log

1 1
| Anloc Anloc RS

for all n > 1. Combining this observation with the previous bound, and
then taking the infimum over all dyadic coverings, we obtain

d/t]
) a®tlog(a|A o)
M (FynN ) > M (F;Nint \) >

o(FrNA) 2 M (Fenint ) 2 oo s 108 [Aloc
with the proviso that the diameter of A is smaller than d,;, defined as the
minimum of e~%*/2 and e~*/(?=5), Now, thanks to Lemma 5.4, we may
replace A5, by M3 (A). Hence, letting o tend to one, we end up with

M3V
S o
M (FiNA) > 5 12424/t
for any dyadic cube A C U with diameter smaller than ds;. The restric-
tion on the diameter may easily be removed. Indeed, if A is an arbitrary
dyadic cube contained in U, applying Lemma 5.10 to its interior, and then
Lemma 5.4 again, we get

S
A%

. M3 _(int A) M5 (M)
Mgo(Ft N )\) > Mgo(Ft M int )\) > 2 _OTQd?d/t = 9. 1;0d2d/t
for all real numbers s € (0,d/t) and all dyadic cubes A C U. Finally,
Lemma 5.11 implies that for all such s and A\, we have in fact

M (FrNA) = M (A).

The result follows from another utilization of Lemma 5.10. O
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5.5. The Jarnik-Besicovitch theorem revisited

As an immediate application, let us show that the set Jg , defined by (2.3)
is a set with large intersection. Recall that J;, is formed by the points
that are approximable at rate at least 7 by those with rational coordinates.
We already know that this set coincides with the whole space R? when
7 < 1+ 1/d and has Hausdorff dimension (d + 1)/7 in every nonempty
open subset of R? otherwise, see Corollary 2.2 and Theorem 4.12.

We obtained this dimensional result, known as the Jarnik-Besicovitch
theorem, in Section 4.5 above. We started from the following two obser-
vations: the family (p/q,q '~ d)(p,q)ezde is a homogeneous ubiquitous
system in the whole space RY; for this system, the sets F; defined by (4.1)
coincide with the sets J; -, with the proviso that the parameters are such
that ¢ = 7d/(d + 1). Thanks to Theorem 5.14, the same observations lead
to the next statement.

Corollary 5.15. For any T > 1+ 1/d, the set Ji . is a set with large in-
tersection in the whole space RY with dimension at least (d+1) /7, namely,

JdT c g(d-i—l)/T(Rd).

This result was already obtained in [31]. Combined with Proposition 5.9,
this shows in particular that the set .J; » has packing dimension equal to d
in every nonempty open subset of RZ. For the sake of completeness, let us
point out that in the opposite case where 7 < 1+41/d, the set J; ; clearly
belongs to the class G4(R?) because it coincides with the whole space R?.

6. Transference principles

The purpose of this section is to extend the above theory of homogeneous
ubiquitous systems, especially Theorems 4.4 and 5.14, toward Hausdorff
measures and large intersection classes associated with arbitrary gauge
functions, thereby aiming at a complete and precise description of the size
and large intersection properties of associated limsup sets.

6.1. Homogeneous g-ubiquitous system

We begin by recalling the main results of Section 4, and shedding new
light thereon. Let Z be a countably infinite index set, let (z;,r;);ez be an
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approximation system in the sense of Definition 4.1, and let F}; be the sets
defined by (4.1), namely,

Ft:{wERd’|x—xi\<rf fori.m.iGI}.

Moreover, let U denote a nonempty open subset of R%. According to Def-
inition 4.3, the family is a homogeneous ubiquitous system in U if the set
F has full Lebesgue measure in U. In that situation, Theorem 4.4 shows
that for any real number ¢ > 1,

d
dimp(F,NU) > 2.

In fact, the set F; N U has positive Hausdorff measure with respect to the
gauge function r — rd/t| log r|. Thus, the mere fact that the set F} has full
Lebesgue measure in U yields an a priori lower bound on the Hausdorff
dimension of the sets F};, which are smaller than F} when ¢ > 1.

Let us adopt a new perspective: we consider from now on that the set

S((xs,mi)iez) = {:U e R4 ‘ |x — x| <r; forim. i€ I} (6.1)

is that of which we seek to estimate the size. In the above notations,
this set coincides with the set Fj. The trick however is to observe that
for any ¢ > 1, this set also coincides with the set F; associated with
the underlying family (aci,ril / t)iez, which is an approximation system as
well. In that new situation, Theorem 4.4 ensures that if (:ci,ril / t)iez is a
homogeneous ubiquitous system in U, that is, if

1/t

for L%ae. x €U JimiecT |z — | <r;', (6.2)

then F((x;,7;)iez) has positive Hausdorff measure in U with respect to
the gauge function r — r%/ |logr|, so in particular
. d
dimp (§((w4,73)icz) NU) > T

This result may be recast in the following manner. Letting g denote the
gauge function r — ri/t we may rewrite the assumption (6.2) in the form

LYUNF (i, g(ri) ' )iex)) = 0, (6.3)
where the involved set is defined as in (6.1). We may then reinterpret the
conclusion as the fact that the set §F((x;,7;)iez) has positive Hausdorff
measure in U with respect to the gauge function r +— g(r)|logr|. Note
that the gauge function g is d-normalized in the sense of Definition 3.10,
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because g coincides on the interval (0,00) with its d-normalization gg,
defined by (3.6). Thus, the condition (6.3) still holds when g is replaced
by gg4. In that situation, the approximation system (z;, r;);cz will be called
g-ubiquitous, in accordance with the following definition.

Definition 6.1. Let Z be a countably infinite index set, let (x;,7;)iez
be an approximation system in R? x (0,00), let g be a gauge function
and let U be a nonempty open subset of R?. We say that (z;,7;)icz is a
homogeneous g-ubiquitous system in U if the following condition holds:

LUUN F((z1, ga(ri)?)iez)) = 0.

The latter condition means that for Lebesgue-almost every point = in
the open set U, the inequality |z — ;| < gq(r;)*/? holds for infinitely many
indices ¢ in Z. Hence, the previous definition may be seen as an extension
of that of a homogeneous ubiquitous system. In fact, according to Defini-
tions 4.3 and 6.1, respectively, an approximation system is a homogeneous
ubiquitous system in some nonempty open set U if and only if it is ho-
mogeneously ubiquitous in U with respect to any gauge function whose
d-normalization is 7 — 1<,

6.2. Mass transference principle

Remarkably, Beresnevich and Velani [8] managed to extend the above
approach to any gauge function g, with a view to providing an optimal
description of the size properties of the sets defined by (6.1). Specifically,
they established the following mass transference principle.

Theorem 6.2 (Beresnevich and Velani). Let Z be a countably infinite
index set, let (x;,7;)iez be an approvimation system in R x (0, 00), let g be
a gauge function and let U be a nonempty open subset of RY. If (z;,7)icr
s a homogeneous g-ubiquitous system in U, then for every nonempty open
subset V of U,

HI(S (@i, ri)ier) NV) = HI(V).

Some of the ideas supporting Theorem 6.2 are similar to those developed
in the proof of Theorem 4.4 above. However, Theorem 4.4 being essentially
concerned with Hausdorff dimension only, its proof does not require as
much accuracy as in the proof of Theorem 6.2, where Hausdorff measures
associated with arbitrary gauge functions are considered. The proof of
Theorem 6.2 is therefore somewhat technically involved. Consequently,
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we omit it from these notes, and we refer the reader to Beresnevich and
Velani’s paper [8]. We just mention that Theorem 6.2 is a straightforward
consequence of Theorem 2 in [8], except that Beresnevich and Velani only
considered d-normalized functions. However, this assumption may easily
be removed with the help of Propositions 3.11 and 3.14.

Theorem 6.2 is remarkable for its universality. The general philosophy
behind this result is that it enables one to automatically convert a prop-
erty concerning the Lebesgue measure of a limsup of balls to a property
concerning the Hausdorff measures of similar sets obtained by dilating the
balls. This leads in particular to a full description of the size properties
of limsup of balls for which the description of the Lebesgue measure is
known. This principle may be applied to many approximation systems
arising in metric number theory and probability, especially those com-
ing from eutaxic sequences and optimal regular systems, see Sections 8.3
and 9.2, as well as the applications discussed in Sections 10-14. However,
our approach below relies on the notion of describability introduced in
Section 7 and, at heart, on the large intersection transference principle
stated in Section 6.3.3. Hence, the mass transference will never be used
per se in what follows.

6.3. Large intersection transference principle

The purpose of this section is to give an analog of the mass transference
principle for large intersection properties. In the spirit of Theorem 6.2, this
result leads to a very precise description of the large intersection proper-
ties of a limsup of balls in terms of arbitrary gauge functions. Accordingly,
we first need to introduce large intersection classes that are associated
with arbitrary gauge functions, thereby generalizing the original classes
introduced by Falconer and presented in Section 5.1. We adopt the same
viewpoint as in the definition of the localized classes G*(U), namely, Def-
inition 5.7. In particular, the generalized classes are defined with the help
of outer net measures; these are built in terms of general gauge functions
and coverings by dyadic cubes.
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6.3.1. Net measures revisited

The net measures were first discussed in Section 3.2.2. We restrict our-
selves here to gauge functions that are d-normalized in the sense of Defi-
nition 3.10. The resulting outer net measures then satisfy additional prop-
erties that are in fact necessary to an appropriate definition of the gener-
alized classes.

If ¢ is a d-normalized gauge function, the set of all € > 0 such that
g is nondecreasing on [0,¢] and r + g(r)/r? is nonincreasing on (0, ¢] is
nonempty. We may thus define £, as the supremum of this set, and next
A4 as the collection of all dyadic cubes with diameter less than e,. We
then consider the premeasure g o |- |5, that sends each set A in A, to
g(|A]), and Theorem 3.3 allows us to define similarly to (3.3) the outer
measure

M= (g0 1a,)"
resulting from coverings by dyadic cubes with diameter less than .

The outer measure MY  provides a lower bound on the net measure MY,
which is defined by (3.7) and is comparable with the Hausdorff measure
HY, see Proposition 3.12. As a consequence, there is a real number x > 1
independent on ¢ such that for any set E C R¢,

kHI(E) > MY (E). (6.4)

Recall that the outer net measures M2, defined by (5.1) for s € (0, d],
played a crucial role in the characterization of Falconer’s classes and the
definition of their localized counterparts G*(U), see Theorem 5.5 and Def-
inition 5.7, respectively. These outer measures are actually an instance of
the above construction. Specifically, for any s € (0, d], the gauge function
r +— r* is clearly d-normalized and the parameter €, s is infinite. Hence,
the collection A,._.s coincides with the whole A, from which it follows
that M7’ is merely equal to M2,. The outer measures MY, thus ex-
tend naturally those used in Section 5; this hints at why they will play a
key role in the definition of the generalized large intersection classes.

Finally, it is useful to point out that the value in each dyadic cube of
the MY_-mass of Lebesgue full sets has a very simple expression.

Lemma 6.3. For any d-normalized gauge function g, any dyadic cube A
in Ay, and any subset F' of R?, the following implication holds:

LIA\F)=0 — MI(F X)) =g(|A).
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Proof. The set F'N A is obviously covered by the cube A, so that
MIE(FNA) < g(A]).

To prove the reverse inequality, let us consider a covering (A, )p>1 of FNA
by dyadic cubes with diameter less than e,. If A is contained in some cube
Ang, the fact that g is nondecreasing on [0,¢,) implies that

g(IAD) < g([Anol) Zg (IAnl)-

Otherwise, we observe that the cubes A, C )\ suffice to cover the set F'NA.
Along with the fact that r ~— g(r)/r? is nonincreasing on (0, ¢,), this yields

- g([AD) g(IA)
> gl > A STt = I/\\d RS L
n=1 n>1 n>1
AnCA AnCA
9UAD s pa 9UAD s pa
Fn))= A) = g(|A]).
> SR L E 1) = EERIE) = 9(A)
Here, ' is the diameter of the unit cube of R%. We conclude by taking the
infimum over all coverings (A\p)n>1. O

This result may be used to express the MY -mass of dyadic cubes in
terms of their diameters. In fact, using the notations of Lemma 6.3, if the
set F' is chosen to be the cube A itself, or its interior, we get

ME(A) = M (int A) = g(|A]), (6.5)

a formula which extends Lemma 5.4 to any d-normalized gauge function.
Likewise, all the ancillary lemmas from Section 5.3.1 may be extended
to such gauge functions; we refer to [22] for precise statements, see in
particular Lemmas 10 and 12 therein.

6.3.2. Generalized large intersection classes

We are now in position to define the large intersection classes that are
associated with general gauge functions. We defined those classes in [22],
and we refer to that paper for all the proofs and details that are missing
in the presentation below. As mentioned above, there is a lineage with the
definition of the localized classes G*(U), see Definition 5.7. Note that gen-
eralized large intersection classes were also considered by Bugeaud in [18];
the differences with ours are minor, see [22] for details.
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We write h < g to indicate that two d-normalized gauge functions g
and h are such that h/g monotonically tends to infinity at zero, that is,
h<g e amt -

rlo -~ g(r)

This means essentially that h increases faster than g near the origin. Note
that g may vanish near zero; in that case, we adopt the convention that
h < g for any choice of h, even if h also vanishes near zero. To justify
the notation <, we may consider the particular case where the gauge
functions are power functions. Specifically, if g : ¥ +— r® and h : r s 7t
with s,t € (0,d], then h < g is obviously equivalent to ¢ < s. Hence,
just as smaller exponents in the power functions reflect smaller Hausdorff
dimensions for sets, faster growing gauge functions are intended to indicate
that sets are smaller.

Definition 6.4. For any gauge function g and any nonempty open subset
U of R?, the class GI(U) of sets with large intersection in U with respect
to g is the collection of all Gs-subsets F' of R? such that

MEL(FNV) =MD (V) (6.6)

for any d-normalized gauge function h satisfying h < g4, where g4 denotes
the d-normalization of g defined by (3.6), and for any open subset V of U.

Note that the class G9(U) associated with a given gauge function g co-
incides with that associated with its d-normalization, namely, the class
G94(U). We may therefore restrict ourselves to d-normalized gauge func-
tions when studying large intersection properties. Moreover, if two gauge
functions are such that their respective d-normalizations match near the
origin, the corresponding classes coincide. Besides, let us point out that,
similarly to the classes G*(U), the generalized classes defined above do not
depend on the choice of the norm on R?, either.

With a view to detailing the connection with the classes G*(U), we
associate with any gauge function g a dimensional parameter s,.

Definition 6.5. Let g be a gauge function with d-normalization denoted
by gq. The lower dimension of the gauge function g is defined by

sq =sup{s € (0,d] | (r = r°) < ga},

with the convention that the supremum is zero if the inner set is empty.
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Obviously, we have s, = min{s,d} if the gauge function g is of the
form r — 7%, with s > 0. The relationship between the generalized classes
G9(U) and the original classes G*(U) is now detailed in the next statement.

Proposition 6.6. For any gauge function g with lower dimension satis-
fying sq > 0 and for any nonempty open subset U of R?, the following
inclusion holds:

g9(U) € G*(U).
In particular, for any F € GI(U) and any nonempty open set V. C U,
dimg(FNV) > s, and dimp(FNV) =d.
Moreover, the left-hand inequality above still holds if s, vanishes.

Proof. Let us assume that s, is positive and let us consider a set F' in
GI(U). First, F is a Gs-subset of RY. Then, for any s € (0,s,), we have
(r — 7°) < ga, and Definition 6.4 implies that

MTT(FOV) = M (V)

for any open subset V of U. Recalling that the outer measure M7""
is identical to the outer measure M3  defined by (5.1), we deduce from
Definition 5.7 that the set F' belongs to the original localized class G*9(U).

Moreover, applying Theorem 5.8 and Proposition 5.9, we deduce that
the set F' has Hausdorff dimension at least s, and packing dimension
equal to d in every nonempty open subset V of U. Finally, in view of
Definition 6.4, any set in the class G9(U) has to be dense in U. Therefore,
the Hausdorff dimension of F' NV is necessarily bounded below by zero,
that is, by s, when this value vanishes. O

Choosing U equal to the whole R? we clearly deduce from Propo-
sition 6.6 a statement bearing on Falconer’s original classes G*(R?). In
addition, the inclusion in the statement of Proposition 6.6 is strict; this
is easily seen by considering any of the examples from Sections 10-14,
e.g. the Diophantine approximation problem addressed by Theorem 10.2.

Let us now briefly discuss the case in which the gauge function ¢ has
a d-normalization g4 that vanishes in a neighborhood of zero. The d-
normalized gauge function that is constant equal to zero is denoted by 0;
let us mention in passing that its lower dimension clearly satisfies sg = d.
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Proposition 6.7. For any nonempty open set U C R?, the large inter-
section class GO(U) is formed by the Gs-subsets of R? with full Lebesgue
measure in U.

Proof. Let us consider a Gs-subset F' of R? with full Lebesgue measure
in U. Lemma 6.3, combined with (6.5), ensures that for any d-normalized
gauge function g and any cube A € A, contained in U,
MIE(FNA) = g(|A]) = ML ().

We conclude that F is in GO(U) thanks to the extension of Lemma 5.10
to arbitrary d-normalized gauge functions, see [22, Lemma 10].

Conversely, let us consider a set F in the class G(U). First, F' is nec-
essarily a Gg-set. Moreover, we know that (6.6) holds in particular for
the d-normalized gauge function r +— r? and for all open balls B(z,r)
contained in U. Using (6.4) and (6.6), and letting " be the constant
appearing in Proposition 3.13, we get

k" LYF N B(z,7)) > ML (F NB(z,7)) = ML (B(z,7)).

Letting A be a nonempty dyadic cube contained in B(z,r) with minimal
generation, we have |A| > ¢r for some ¢ > 0 depending on the norm only,

and Lemma 5.4 yields

d

ML (B(z,r)) = ML) = N? > ¢ = Wﬁd(B(%ﬂ)a

where the last equality follows from the translation invariance and the
dilation behavior of Lebesgue measure. Hence,

LYF NB(z,7)) S c?
LAB(x,7))  — we"L4YB(0,1))
for any open ball B(z,r) C U. It follows from the Lebesgue density theo-
rem that F has full Lebesgue measure in U, see [47, Corollary 2.14]. [

>0

The various remarkable properties of the large intersection classes G9(U)
naturally extend those satisfied by Falconer’s classes, see Section 5.1. We
begin by stating the properties that follow immediately from the defini-
tion. The next result may be seen as a partial analog of Proposition 5.6.

Proposition 6.8. Let g be in the set & of gauge functions, let gq denote
its d-normalization, and let U be a nonempty open subset of R?.

(1) Any Gs-subset of R that contains a set in GI(U) is also in GI(U).
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(2) The following equalities hold:
GWw)= N ¢V) ad GU)= ] GU).

V' open hed®

P£VCU ha=ga
All the properties are essentially immediate from the definition of the
generalized large intersection classes, and the proof is therefore omitted
here. The next result extends Theorem 5.2 to the classes G9(U), thereby
showing that they enjoy the same stability properties as Falconer’s classes.

Theorem 6.9. Let g be a gauge function with d-normalization denoted
by gq and with lower dimension denoted by sy, and let U be a nonempty
open subset of R%. Then, the following properties hold:

(1) the class GI(U) is closed under countable intersections;

(2) for any bi-Lipschitz transformation f : U — R and for any subset
F of RY,

Feg(f(u)) = [H(F)egU);
(3) for any set F in the class G9(U) and for every gauge function h,
hg < ga —  HMFNU)=HU).

A few words on the proof. The result corresponds to Theorem 1 in [22],
so we refer to that paper for the whole proof. Let us just mention that the
statement in [22] only addresses the d-normalized gauge functions g for
which the parameter ¢, defined by (3.8) is positive. In that situation, note
that the Hausdorff h-measure of the set FNU that appears in (3) is actually
infinite, as a consequence of Propositions 3.8 and 3.14. Furthermore, the
normalization assumption made in [22] may easily be dropped with the
help of Proposition 3.11. In addition, Theorem 6.9 clearly holds for £, = 0.
Indeed, in that situation, the gauge function g4 vanishes near zero and
Proposition 6.7 ensures that the class G9(U) is formed by the Gg-sets with
full Lebesgue measure in U. All the properties are thus satisfied, even (3)
which may be obtained with the help of Propositions 3.8 and 3.14. U

A plain consequence of Theorem 6.9 is that if (F),),>1 is a sequence of
sets in G9(U) and if h is a gauge function, then

ha < ga = Hh<ﬂ anU> =H"(U).

n=1

61



Arnaud DURAND

Thanks to Proposition 3.14, the latter equality may be rewritten in various
alternate forms depending on the value of the parameter ¢, defined as
in (3.8). In addition, this equality implies that the intersection of all the
sets [}, has Hausdorff dimension bounded below by sy, and this bound is
clearly attained if one of the sets has Hausdorff dimension at most s;.

6.3.3. The transference principle

The classes associated with arbitrary gauge functions being defined, we
may state the large intersection analog of the mass transference princi-
ple. While the latter result discusses the Hausdorff measures for the set
§((xs,73)icz) defined by (6.1), the next statement concerns its large inter-
section properties.

Theorem 6.10. Let Z be a countably infinite set, let (x;,7i)icz be an
approzimation system in R x (0,00), let g be a gauge function and let
U be a nonempty open subset of RL. If (xi,7:)icz is a homogeneous g-
ubiquitous system in U, then

S((w4,7i)iez) € G2(U).

The result is a straightforward consequence of Theorem 2 in [22]; we
refer to that paper for a comprehensive proof. Similarly to the mass trans-
ference principle, some ideas supporting Theorem 6.10 are analogous to
those developed in the proof of Theorem 4.4 above, and also that of The-
orem 5.14 which is more specifically concerned with large intersection
properties. Just as the mass transference principle extends Theorem 4.4
to arbitrary Hausdorff measures, the above large intersection transference
principle may indeed be seen as an extension of Theorem 5.14. To be spe-
cific, let (x;,7;);cz denote a homogeneous ubiquitous system in U in the
sense of Definition 4.3. Thus, for any ¢ > 1, the family (z;,r!);cz is homo-
geneously ubiquitous in U with respect to the gauge function r — r4/t,
Theorem 6.10 then ensures that the set F; defined by (4.1) is a set with
large intersection in U with respect to the same gauge function. This gauge
function clearly has lower dimension equal to d/t, so we deduce with the
help of Corollary 6.6 that the set F} belongs to Falconer’s class G¥*(U),
which is exactly the conclusion of Theorem 5.14.

Furthermore, the large intersection transference principle nicely comple-
ments the mass transference principle: under similar hypotheses, it shows
that the size properties of sets of the form (6.1) are in fact stable under
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countable intersections and bi-Lipschitz mappings. Also, due to Proposi-
tion 6.8(2) and Theorem 6.9(3), it implies that for any gauge function h
and any nonempty open set V C U,

haq < ga = H"(F (@i, mi)ier) N V) = 00 = H (V).

The last equality follows from Proposition 3.14(1), because h(r)/r% nec-
essarily tends to infinity as r goes to zero. Unfortunately, we may not
apply this with h being equal to g, thereby failing narrowly to recover the
conclusion of the mass transference principle, specifically,

HI(F((wi,mi)iez) N V) = HI(V).

However, we may often in practice circumvent this problem and, through
the notion of describability introduced in Section 7, the large intersection
transference principle will be sufficient to describe both size and large in-
tersection properties of limsup of balls for which the description of the
Lebesgue measure is known. We shall apply this principle to the limsup
sets issued from eutaxic sequences and optimal regular systems, see Sec-
tions 8.3 and 9.2, and the examples discussed in Sections 10-14.

7. Describable sets

The purpose of this section is to combine the conclusions of the mass and
the large intersection principles discussed in Section 6 and place them in
a wider setting. This new framework aims at describing in a complete and
precise manner the size and large intersection properties of various subsets
of R% that are derived from the so-called eutaxic sequences and optimal
regular systems discussed in Sections 8 and 9.

Note that the size and large intersection properties of Lebesgue full sets
are easily described as follows. Let E be a Borel subset of R and let U be
a nonempty open subset of R%. If E has full Lebesgue measure in U, then
Proposition 3.14 ensures that for any gauge function g and any nonempty
open set V C U,

HIENV)=HI(V).
In particular, the set £ has Hausdorff dimension equal to d in V. Further-
more, under the stronger assumption that E admits a Gg-subset with full
Lebesgue measure in U, Propositions 6.7 and 6.8(2) imply that for any
gauge function g and any nonempty open set V C U,

IFegdV) FCE.
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By Proposition 6.6, the set F thus admits a subset in the class G4(V),
thereby having packing dimension equal to d in V. The above description
of the size and large intersection properties of Lebesgue full sets being
both precise and complete, we shall exclude such sets from our analysis.
Our framework will enable us to achieve a similar description for some
Lebesgue null sets. The collection of all Borel subsets of RY that are
Lebesgue null in the open set U is denoted by Z(U), specifically,

ZWU)={EeB|LYENU) =0},

where B is the Borel o-field, in accordance with the notation initiated in
Section 3.1. The starting point is the notion of majorizing and minorizing
collections of gauge functions that we now introduce.

7.1. Majorizing and minorizing gauge functions

Let E be a set in Z(U). On the one hand, Proposition 3.14 ensures that
for any gauge function g,
ly < o0 = HI(ENU) =0,

where /, is defined by (3.8). Studying what happens for the other gauge
functions, namely those belonging to the set &> defined by (3.9), gives
rise to the following notion of majorizing gauge function.

Definition 7.1. Let U be a nonempty open subset of R? and let E be a
set in Z(U). A gauge function g € > is called majorizing for E in U if
HI(ENU)=0.

These functions form the majorizing collection M(E,U) of E in U.
It is plain from Proposition 3.11 that a gauge function g € &> is

majorizing for E in U if and only if its d-normalization g4 satisfies the
same property. Also, as a simple example, let us point out that

E NU countable = ME,U) =6, (7.1)

because a countable set has g-measure zero for any gauge function g.

On the other hand, Proposition 6.7 shows that a Gs-subset of R? with
Lebesgue measure zero in U cannot belong to the large intersection class
GO(U), and therefore cannot belong to any of the classes G9(U) for which
¢, = 0. Similarly to the previous definition, looking at the other gauge
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functions, specifically, those in the set &* defined by (3.9) results in the
following notion of minorizing gauge function.

Definition 7.2. Let U be a nonempty open subset of R? and let E be a
set in Z(U). A gauge function g € &* is called minorizing for E in U if

dF € G9(U) FCE.
These functions form the minorizing collection m(E,U) of E in U.

Similarly to what happens for majorizing gauge functions, a gauge func-
tion g € B* is minorizing for F in U if and only if g4 is; this follows from
Definition 6.4. Moreover, if F is a Gs-set for which g is minorizing in U, it
follows from Proposition 6.8(1) that E is in GY(U). Finally, we now have

ENU countable = m(E,U) =0, (7.2)

since the existence of a minorizing function requires that E is dense in U.

The next result enlightens the monotonicity properties of 9M(E, U) and
m(E,U) when regarded as functions defined on the set of pairs (F, U) such
that U is a nonempty open subset of R? and E is in Z(U). The proof is
omitted, as it just relies on Proposition 6.8(2) and the fact that Hausdorff
measures are outer measures.

Proposition 7.3. The majorizing and minorizing collections satisfy the
following monotonicity properties:

(1) the mappings E — M(E,U) and U — M(E,U) are nonincreasing;

(2) the mappings E — m(E,U) and U — m(E,U) are nondecreasing
and nonincreasing, respectively.

Let us now turn our attention to the behavior under countable unions
and intersections of the two collections. The next result is a consequence of
Theorem 6.9(1) and the fact that Hausdorff measures are outer measures.

Proposition 7.4. Let us consider a nonempty open subset U of R%. Then,
for any sequence (Ey)n>1 in the collection Z(U),

EIYI(D En,U> = ﬁﬂﬁ(En,U) and m(ﬁ En,U> = ﬁ m(E,,U).
n=1 n=1

n=1 n=1
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The structure of the majorizing and minorizing collections is reminis-
cent of that of two intervals of the real line whose intersection is at most a
singleton. We have indeed the next result; it may be proven with the help
of Propositions 3.8, 3.11, 3.14(1) and 6.8(2), along with Theorem 6.9(3).

Proposition 7.5. Consider a nonempty open set U C R%, a set E in
Z(U), and two gauge functions g and h such that gq < hq. Then,

geME,U) = heME,U)\m(E,U)
hem(B,U) = gem(EU)\ME,U).

The above analogy with intervals of the real line can in fact be pursued,
so as to introduce natural definitions concerning sets of gauge functions.
We begin by remarking that for any gauge function g € &*, we may
obtain a gauge function g € &* satisfying g; < g4 by considering g = gcll/ 2,
Likewise, for any gauge function g € >°, we get a gauge function g € &>
with g4 < g, by considering g(r) = r4/2g4(r)'/2. Studying whether these
properties still hold for given subsets of &* and G yields the notions of
left-openness and right-openness, respectively.

Definition 7.6. Let $ be a subset of &*. We say that §) is:

o d-normalized if for any g € &*, the gauge function g belongs to
the set $ if and only if its d-normalization g4 does;

e left-open if it is d-normalized and for any gauge function g € $,
there exists a gauge function g € $ such that g; < gq;

e right-open if it is d-normalized, contained in &*°, and for any gauge
function g € $, there exists a gauge function g € §) such that

9gd = 94,

The above observations ensure that the whole collection &* is left-open,
and the collection *° is both left-open and right-open. Along with Propo-
sitions 7.3 and 7.5, they also lead to the following link between the ma-
jorizing and minorizing collections, and their openness properties.

Corollary 7.7. Let us consider a nonempty open subset U of R? and a
set E belonging to the collection Z(U).
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(1) The collection M(E,U) is right-open. If it is also left-open, then
ME,U)C6*\ (J m(E,V).

V' open
0AVCU

(2) The collections m(E,U) and m(E,U) N &> are left-open. If the
latter is also right-open, then

m(E,U)n&* Ce™\ ) ME,).
V' open
0AVCU

In particular, if either of the collections MM(E,U) and m(E,U) N &>
is simultaneously left-open and right-open, then these two collections are
necessarily disjoint, so no gauge function can be majorizing and minorizing
at the same time. Under the stronger assumption that both collections are
left-open and right-open simultaneously, we have the next implications for
size and large intersection properties.

Corollary 7.8. Consider a nonempty open set U C R? and a set E €
Z(U), and assume that M(E,U) and m(E,U)N&> are both left-open and
right-open. Then, for any gauge function g € &* and any nonempty open
setV C U,

gEME,U)U (B \6*) = HIENV)=0
gem(E,U)NG> = HIENV)=0o

and

gEMEU) = VFegI(V) F¢ZE
gem(E,U) = 3JFegi(V) FCE.

Proof. All the properties result from Definitions 7.1 and 7.2, Proposi-
tion 7.3 and Corollary 7.7, except the two following ones. First, the set
E NV has g-measure zero for any g in &* \ >, because of Proposi-
tion 3.14(2) and the fact that £ € Z(U). Second, if g is in m(E,U) N &>,
the right-openness property entails that this set contains a gauge func-
tion g with g4 < g & By Proposition 7.3, the gauge function g is also in
m(E, V). Now, the gauge function (gdgd)l/2 satisfies gg < (gdgd)l/2 <9y
and thus cannot be majorizing for £ in V, due to Proposition 7.5. We
conclude with Proposition 3.8 that £ NV has infinite g-measure. ]
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7.2. Describability

In light of Corollary 7.8, in the ideal situation where we know that every
gauge function is either majorizing or minorizing, the description of the
size and large intersection properties of a set will be both precise and com-
plete; we shall then say that the set if fully describable. A further question
is to establish a criterion to determine whether a given gauge function is
majorizing or minorizing; this will lead to the notions of n-describable and
s-describable sets that are detailed afterward. These notions are naturally
connected with those of eutaxic sequence and optimal regular system dis-
cussed in Sections 8.3 and 9.2, respectively, thereby being particularly
relevant to the many applications discussed in Sections 10-14.

7.2.1. Fully describable sets
We define the notion of fully describable set in the following manner.

Definition 7.9. Let U be a nonempty open subset of R? and let E be a
set in Z(U). We say that the set E is fully describable in U if

&> C M(E,U) Um(E, ).

Obviously, the notion of fully describable set is only relevant to the set-
ting of sets with large intersection. For instance, the middle-third Cantor
set K has positive Hausdorff measure in the dimension s = log2/log 3,
see the derivation of (3.14). Thus, the gauge function r — 7* cannot be
majorizing for K in (0, 1). Furthermore, as already observed in Section 5.1,
the set K cannot contain any set with large intersection. In particular, the
previous gauge function cannot be minorizing either. Hence, the Cantor
set K is not fully describable in (0, 1).

Besides, if U denotes again a nonempty open subset of R, we already
discussed a trivial example of fully describable set in U, namely, the Borel
subsets E of R? for which ENU is a countable set. We have indeed

&> = M(E,U) Um(E,U),

as an immediate consequence of (7.1) and (7.2). Another situation where
a set F is fully describable in U is when it admits a minorizing gauge
function g such that ¢, is finite. This corresponds to the next statement,
whose proof is left to the reader.
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Proposition 7.10. Let U be a nonempty open subset of R and let E be
a set in Z(U). Then, the following implication holds:

M(E,U) =0

mE,U)\6® £0)  — {m(E,U):@*.

Lastly, we will often be able to prove that a set F is fully describable
in U because the collection m(E,U) contains some set ) C &> and the
collection M(E,U) contains its complement $C. Under an openness as-
sumption on § or Y)C, the next proposition yields the exact expression of
the majorizing and minorizing collections. We omit the proof, because it
is an elementary consequence of Proposition 7.5.

Proposition 7.11. Let U be a nonempty open subset of R%, let E be a
set in Z(U), and let $) be a subset of &> with complement ﬁc = 6>\ 9.
Let us assume that:

e the collections m(E,U) and M(E,U) contain $ and Y)C, respec-
tively;

e the collection $ is right-open, or the collection At s left-open.

Then, the following equalities hold:
MEU) =9  and mEU)NS® =9,

7.2.2. n-describable sets

We now single out an important category of fully describable sets; they
are characterized by the existence of a simple criterion to decide whether
a given gauge function is majorizing or minorizing. This criterion is ex-
pressed in terms of integrability properties with respect to a given measure
that belongs to the collection, denoted by R, of all positive Borel measures
n on the interval (0, 1] such that n has infinite total mass and

Vpe (0,1]  @u(p) =n([p,1]) < oo. (7.3)

The function @, is then clearly nonincreasing on (0, 1]. Moreover, at any
given p, it is left-continuous with a finite right-limit, namely,

Pn(pt) =n((p, 1]).
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Extending this notation to the case where p vanishes, we get that ®,(0+)
is infinite because n has infinite total mass. It is worth pointing out here
that the d-normalization g4 of an arbitrary gauge function ¢ is always
Borel measurable and bounded on (0, 1]. This enables us to introduce

(n, ga) = /( ga(r)n(dr).

)

We shall in fact restrict our attention to certain measures in R only,
namely, those belonging to the subcollection

Ra={necR|nr—r?) < oo} (7.4)

For any n in R, the gauge functions g € &* clearly satisfy (n, gq) < oco.
If n is in Ry, this property actually holds for all ¢ ¢ &°°. Indeed, the
parameter /, is then finite, so that gq(r) < £,7¢ for all r € (0,1]. The
finiteness of (n, gq) therefore remains undecided only if g is in B ; this
motivates the introduction of the set

&(n) = {g € ™| (n,g4) = oo},
along with its complement in °°, which is denoted by 05(n)B.

Definition 7.12. Let U be a nonempty open subset of R? let E be a
set in Z(U), and let n be a measure in Ry. We say that the set E is
n-describable in U if

ME,U)=6nt and wm(E,U)N&™ =&(n).

It is clear from the definition that if F denotes an n-describable set in
U, then F is fully describable in U and the majorizing and minorizing
collections are disjoint. We know that this situation occurs when either
of the collections M(E,U) and m(E,U) N B> is simultaneously left-open
and right-open. The following lemma actually implies that both collections
are left-open and right-open at the same time, which will enable us to
subsequently apply Corollary 7.8. It also entails that m(FE,U) N & is
nonempty, meaning that £ contains a set with large intersection.

Lemma 7.13. For any measure n in Ry, the following properties hold:
(1) the set &*\ &(n) is left-open;
(2) the set &(n) is right-open and nonempty.
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Proof. In order to prove (1), let us consider a d-normalized gauge function
g € &* such that (n, g4) < co. We recall that the parameter ¢, is defined in
Section 6.3.1. We may build a decreasing sequence (7, )p>1 of real numbers
in (0,e4) that converges to zero and such that for all n > 2,

1

g(rn) < g(rn_l)e_l/” and /0<T<rn_1 g(r)n(dr) < m

Then, for any r € (0,r;], we define g(r) = g(r)&(r), where ¢ satisfies

£(r) = n + 1289(rn-1) ~ logg(r)
log g(rn—1) —log g(rn)
for any n > 2 and any r € (7, 7n—1]. It is straightforward to check that g
may be extended to a gauge function such that g; < g4 and (n,g,) < co.
To prove the right-openness in (2), let us suppose that g € > and
(n,g4) = oo. Let us define r; = g4/2, and also 0(r) = g(r)/r¢ for all
r € (0,71]. For any n > 2, there exists a real r,, € (0,7,-1) such that

O(rn) > 0(rp—1)e and / g(r)n(dr) > 1.
T <r<rp—1

The sequence (ry,),>1 is decreasing and converges to zero. Then, for any
r € (0,71], we consider g(r) = g(r)/&(r), where the function § is given by

B ]Og 6(1") — log e(rn—l)
§(r) = 10g 0(ry) — 10g 0(rn_1)

for any n > 2 and any r € (r,,r,—1]. One can easily check that g may
be extended to a gauge function in & such that g < g and (n, g >7: 00.
Finally, the nonemptyness in (2) may be established by formally replacing
the gauge function g above by the indicator function of (0, 1]. O

As mentioned above, Lemma 7.13 enables us to apply Corollary 7.8
to the n-describable sets. This boils down to the next statement, which
gives a complete and precise description of the size and large intersection
properties of those sets.

Theorem 7.14. Let U be a nonempty open subset of R, let E be a set
in Z(U), and let n be a measure in Rq. Let us assume that the set E is
n-describable in U. Then, for any nonempty open set V. C U, the following
properties hold:
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(1) for any gauge function g € & \ &(n),
HIENV)=0
VFegd(V) FZLE

(2) for any gauge function g € &(n),
HI(ENV) =00
JF € G9(V) FCE.

Proof. The property (2) results from combining of Lemma 7.13 and Corol-
lary 7.8. This is also the case of (1) when the gauge function g is in &*°.
It remains us to prove (1) when g is not in &*°. Given that £ € Z(U),
Proposition 3.14 leads to the first part of (1), and Proposition 6.7 implies
the second part in the situation where ¢, vanishes. Finally, if g is in &%,
Lemma 7.13 ensures that there is a d-normalized gauge function § < gy
for which (n,g) < oo. Necessarily, g is in >, thus verifying (1). Hence,
ENYV has Hausdorff g-measure zero, and we deduce from Theorem 6.9(3)
the second part of (1) for the gauge function g. O

We may associate with every measure n in Ry an exponent that char-
acterizes its integrability properties at the origin, specifically,

sn =sup{s € (0,d] | (r —r°) € B(n)}

=inf{s € (0,d] | (r = r°) € &(n)}.

The latter set contains d, so that its infimum is well defined. The former
may however be empty, and we then adopt the convention that its supre-

mum is equal to zero. Restricting Theorem 7.14 to the gauge functions
r — % we directly obtain the following dimensional statement.

(7.5)

Corollary 7.15. Let U be a nonempty open subset of R, let E be a set in
Z(U), and let n be a measure in Ry. Let us assume that E is n-describable
in U. Then, for any nonempty open set V C U,

dlmH(E N V) = Sp.
Let us assume that s, > 0. Then, for any nonempty open set V C U,
dimp(ENV) =d,

and, if E is a Gs-set, it belongs to the large intersection class G (V).
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Proof. If s, < d, we deduce from Theorem 7.14(1) that £ NV has Haus-
dorff s-dimensional measure zero, for any s € (sy,d]. Hence, this set has
dimension at most s,. Obviously, this bound still holds if s, = d.

If the parameter s, is positive, Theorem 7.14(2) implies that for any
s € (0, sy), there exists a subset Fs of E that belongs to the generalized
class G™"° (V). Proposition 6.6 then ensures that each set F, belongs
to the original class G*(V') and that its intersection with the open set
V' has Hausdorff dimension at least s and packing dimension equal to d.
It follows that £ NV has Hausdorff dimension at least s, and packing
dimension equal to d. Furthermore, if ' is a Gs-set itself, we deduce from
Proposition 6.8(1) that the set E belongs to all the classes G*(V'), for
s € (0, sy). In view of Definition 5.7, this implies that E € G (V).

Finally, note that the lower bound on the Hausdorff dimension of ENV
still holds when s, = 0. Indeed, by Lemma 7.13(2), there is a gauge
function in &(n). Applying Theorem 7.14(2) with such a gauge function,
we infer that £ NV is nonempty, thus having nonnegative dimension. [J

7.2.3. s-describable sets

This section is parallel to previous one. We consider another category of
fully describable sets where we have at hand a criterion to decide whether a
gauge function is majorizing or minorizing. This criterion is now expressed
in terms of growth rates at the origin. To be specific, for any real parameter
5 € [0,d), let &(s) denote the subset of &> defined by the condition

g € &(s) = Vs > s ga(r) #o(r®) as r —0.
Note that ggq(r) # o(r) for any g € &>°. Hence, the only relevant values

of s above are those in (s, d). Moreover, the mapping s — &(s) is clearly
nondecreasing. Finally, the complement in & of &(s) is denoted by &(s)C.

Definition 7.16. Let U be a nonempty open subset of R?, let E be a set
in Z(U), and let s be in [0,d). The set E is called s-describable in U if

ME,U) =6 and  m(E,U)N&™ = &(s).
Similarly to n-describable sets, it is clear that s-describable sets are
fully describable, with disjoint majorizing and minorizing collections. The
connection with n-describability is deeper. In fact, for any s € [0, d), let

1o,1)(7)

Ns (dr) = rstl

dr. (7.6)
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It is elementary to check that each measure ns belongs to the collection Ry,
and that the associated exponent given by (7.5) is equal to s. In particular,
in view of Corollary 7.15, every ng-describable set has Hausdorff dimension
equal to s. Moreover, the sets &(n;) are nondecreasing with respect to s,
and taking monotonic intersections yield the newly introduced sets &(s),
specifically, for any s € [0, d),

()= () I 6(n). (7.7)

s€(s,d)

The above link between s-describability and n-describability leads to the
following analog of Lemma 7.13.

Lemma 7.17. For any s € [0,d), the following properties hold:
(1) the set &*\ &(s) is left-open;
(2) the set &(s) is right-open and nonempty.

Proof. The left-openness of the set *\ &(s) is inherited from that of the
sets B* \ B(n), for n € R,. Indeed, if g is a d-normalized gauge function
in &\ &(s), then (7.7) ensures that g € B(n,) for some s € (s,d). By
Lemma 7.13(1), there is a d-normalized gauge function g in &* \ &(ny)
such that § < g. By (7.7) again, g is not in &(s), and we end up with (1).

Furthermore, let us recall that the mapping s — &(n) is nondecreasing.
Thanks to (7.7), we deduce that &(s) contains &(n;). Lemma 7.13(2)
shows that the latter set is nonempty, so the former is nonempty as well.

Finally, the right-openness property in (2) follows from the fact that, if ¢
is a d-normalized gauge function in &(s), letting g(r) = g(r)/log(g(r)/r?)
yields a d-normalized gauge function in &(s) such that g < g. O

By Lemma 7.17, if a set F is s-describable in U, then m(E,U) N &> is
nonempty, so F necessarily contains a set with large intersection. Further-
more, both M(E,U) and m(E,U) N &> are left-open and right-open at
the same time. We may thus apply Corollary 7.8, and deduce the following
thorough description of the size and large intersection properties of F.

Theorem 7.18. Let U be a nonempty open subset of R%, let E be a set
in Z(U), and let s be in [0,d). Let us assume that E is s-describable in
U. For any nonempty open set V. C U, the following properties hold:
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(1) for any gauge function g € & \ G(s),
HIENV)=0
VFeGi(V) FZE

(2) for any gauge function g € &(s),
HI(ENV) = oo
JFegi(V) FCE.

Theorem 7.18 above may be regarded as an analog of Theorem 7.14,
and may be established by easily adapting the proof of the latter. The
proof is therefore omitted here. We just mention that one needs to use
Lemma 7.17 instead of Lemma 7.13 whenever necessary, and that Corol-
lary 7.8 is crucial in that proof too.

For all s € (0,d] and s € [0, d), one easily checks that the gauge function
r — % belongs to the set &(s) if and only if s < s. Therefore, restricting
Theorem 7.18 to these specific gauge functions leads to the following di-
mensional statement which is parallel to Corollary 7.15. Again, the proof
is very similar to that of the latter result; it is thus left to the reader.

Corollary 7.19. Let U be a nonempty open subset of R?, let E be a set
in Z(U), and let s be in [0,d). Let us assume that E is s-describable in
U. Then, for any nonempty open set V C U,

dimg(ENV)=s with HY(ENV) = oc.
Let us assume that s > 0. Then, for any nonempty open set V C U,
dimp(E N V) =d.

Moreover, there exists a subset of E in the large intersection class G*(U).
In particular, if E is a Gs-set itself, it belongs to the latter class.

Lastly, especially for the applications in Diophantine approximation, it
is important to observe that countable intersections of ns-describable sets
can lead to ng-describable sets, but also to s-describable sets.

Proposition 7.20. Let U be a nonempty open subset of R and, for each
n > 1, let E,, be ns, -describable in U for some s, € [0,d). Letting

o0
E = E and s =inf s
nol n n>1 "
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we then have the following dichotomy:
o if the infimum is attained at ng, then E is nsno—descm'bable mn U,
o if the infimum is not attained, then E is s-describable in U.

Proof. To begin with, Propositions 7.3 and 7.4 show that the minorizing
and majorizing collections of E in U satisfy

[e.e] oo
m(E,U)N&® = () &(n,,) and M(E,U) 26\ [ &(n,,). (7.8)
n=1 n=1
If the infimum is attained at a given integer ng, the intersection over all
n > 1 of the sets &(n,,) coincides with the sole &(n, ), so that

m(E,U)N6&* =6(n,, ) and  M(E,U) 2 ®(nsn0)E7

and E is ng, -describable in U by Proposition 7.11 and Lemma 7.13(2).
The proof is similar when the infimum is not attained. Indeed, using
the monotonicity of s — &(ns) and combining (7.7) with (7.8), we get

m(E,U)N&> =6(s) and  M(E,U) D &(s)°,
and F is s-describable in U by Proposition 7.11 and Lemma 7.17(2). O

Slightly modifying this approach leads to another situation where s-
describable sets arise naturally. Given a real number s € [0,d) and a
nonempty open set U, we consider a sequence (Es) e(s,q) of sets in Z(U),
and we assume that the mapping s — FE is increasing and that each set
E is ng-describable in U. We then choose in the interval (s, d) an arbitrary
decreasing sequence (s, )n,>1 that converges to s. The monotonicity of the
sets Es with respect to s implies that their intersection is equal to that of
the sets E5,. Moreover, the latter sets fall into the above setting because
the infimum of the real numbers s,, is not attained. Hence, the intersection
over all s € (s,d) of the sets Ej is s-describable in U.

8. Eutaxic sequences

The notion of eutaxic sequence was introduced by Lesca [44] and later
studied by Reversat [51]. It provides a convenient setting to the study
of Diophantine approximation properties, and we shall indeed use it in
Sections 11, 13 and 14 to analyze the approximation by fractional parts
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of sequences and by random sequences of points. As shown in Section 8.3,
the limsup sets issued from eutaxic sequences fall into the framework of
describable sets; we shall thus be able to completely describe size and large
intersection properties for the sets arising in all these examples.

8.1. Sequencewise eutaxy

Our viewpoint consists in putting the emphasis on the sequences (zp)n>1
of approximating points, and studying their uniform approximation be-
havior with respect to all possible sequences (ry),>1 of approximation
radii.

Note that, when the series ), rd converges, it is clear that the set of
all points 2 € R? for which

Jim.n>1 |z — xn| <1y (8.1)

has Lebesgue measure zero; this may indeed be deduced from applying
Lemma 3.17 with the gauge function 7 — % which essentially yields
Lebesgue measure as a result of Proposition 3.13.

Let us now consider the opposite situation where the series 3°,, r is di-
vergent, and let us also suppose that the sequence (7,,),>1 is nonincreasing
and converges to zero. This amounts to assuming that (ry,),>1 belongs to
the collection P, of real-valued sequences defined by

Yn>1 7rp41 <1y

(ra)ns1 €Pg < A 7y =0
o0
> ord = 0.
n=1

The simplest notion of eutaxy arises when deciding on whether or not, for
a given choice of the sequence (ry,),>1 in Py, the property (8.1) is satisfied
by Lebesgue-almost every point of some open set under consideration.

Definition 8.1. Let U be a nonempty open subset of R%, and let (r,)n>1
be a sequence in P4. A sequence (z,,)n>1 of points in R? is called eutazic
in U with respect to (1y,)n>1 if the following condition holds:

for L%a.e. z €U TJim. n>1 |z — x| < 7.

The link with approximation problems will be discussed in Section 8.3.
However, let us point out now that for any sequence (r,)p>1 in Pg and
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any sequence (&, ),>1 of points in RY, the family (z,, Tn)n>1 1S necessarily
an approximation system. Moreover, if U denotes a nonempty open subset
of R?, this family is a homogeneous ubiquitous system in U if and only
if (xn)n>1 is eutaxic in U with respect to (ry)n,>1. This readily follows
from the respective definitions of the various involved notions, namely,
Definitions 4.1, 4.3 and 8.1. In light of Proposition 4.11, we deduce that
(n)n>1 1s eutaxic with respect to (ry,),>1 if and only if it is eutaxic with
respect to (¢rp)p>1, for any fixed real number ¢ > 0. In particular, the
fact that a sequence is eutaxic does not depend on the norm.

8.2. Uniform eutaxy

Rather than the sequencewise, the notion of uniform eutaxy is the one
studied by Lesca [44] and Reversat [51]. It is obtained when sequencewise
eutaxy holds regardless of the choice of the sequence (ry,),>1 in Py.

Definition 8.2. Let U be a nonempty open subset of R?. A sequence
(@ )n>1 of points in R? is called uniformly eutazic in U if

V(rp)n>1 € Pg  for Llae zelU Jimn>1 |z — x| < 7.

In view of the remark following Definition 8.1, it is clear that this notion
does not depend on the choice of the norm, either. We shall establish a
sufficient and a necessary condition for a sequence of points to be uniformly
eutaxic. They are expressed in terms of the dyadic cubes introduced in
Section 3.2.2. When a cube X is of the form 277 (k + [0,1)¢), the integer
j is its generation and is denoted by (\). For any = € R? and any j € Z,
there is a unique dyadic cube with generation j that contains x ; this cube
is denoted by Aj(z). Let us now fix a sequence (z,,)n>1 of points in R%.
For any nonempty dyadic cube A € A and any integer j > 0, we define a
collection M((xy,)n>1; A, 7) of dyadic cubes by

N CA
N eM((@p)nz>13M,4) <= Ny =\ +J (8.2)
z, € X for some n < 243\,

It will be clear which sequence (z,)n>1 is considered, and there should be
no confusion if we write M(J, j) as a shorthand for M((xy)n>1; A, 7).
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8.2.1. A sufficient condition for uniform eutaxy

It is obvious that the cardinality of the set M(J, j) is bounded above by
24 When it is bounded below by a fraction of 2%, the sequence (Tn)n>1
is uniformly eutaxic, as shown by the following criterion.

Theorem 8.3. Let U be a nonempty open subset of R® and let (Tn)n>1
be a sequence of points in R:. Let us assume that

for L%-a.e. z €U lim inf 27 Y4#M((zn )n>1; Ajo (), 7) > 0. (8.3
= J0

Jo,j—o0
Then, the sequence (xyn)n>1 s uniformly eutazic in U.

The proof of Theorem 8.3 relies on the next useful measure theoretic
result excerpted from Sprindzuk’s book, see [57, Lemma 5].

Lemma 8.4. Let p be an outer measure such that u(R?) < oo, and let
(En)n>1 be a sequence of p-measurable sets with Y, u(Ey) = co. Then,

N 2
(ngl ,U(En)>

I (lim sup En) > lim sup N .
i NS (B N En)

m=1n=1

Proof of Theorem 8.3. We work with the supremum norm; this does not
alter the notion of eutaxy. Let us consider a nonempty open subset U of R?
and a sequence (z,,),>1 of points in R? such that (8.3) holds for Lebesgue-
almost every x € U. Our goal is to establish that for any (ry,),>1 in Pg,

F:{xERd‘\x—mnlo@<rn fori.m.nZl}

has full Lebesgue measure in U. To proceed, let U, be the set of all points
z in U such that (8.3) holds and none of the coordinates of x is dyadic.
Then, U, has full Lebesgue measure in U. Furthermore, for any x € U,
there are a real number a(x) > 0 and an integer j(x) > 0 such that

Vo, j 2 j(x)  #MNjo(2),4) = afz) 27
The proof now reduces to showing that there is a real number x > 0 with

Vjo > j(z)  LUF N Xy(2)) > kalx) LN, (2). (8.4)
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Indeed, (8.4) implies that the density of the set F' at the point z is positive.
Therefore, if this holds for any « in U, then the Lebesgue density theo-
rem shows that Lebesgue-almost every point of U, belongs to F', see [47,
Corollary 2.14]. As a result, F' has full Lebesgue measure in U.

It now remains to show that any point = in U, satisfies (8.4). For any
fixed integer jo > j(x), we begin by observing that for any integer j > j(x),
there exists a set S;(z, jo) C {1,...,2%0%)} with:

o #5;(x,jo) > a(z) 2471
e z, € \j(x) for any n € Sj(z, jo);
o | — Tp|oo > 2700F) for any distinct n,n’ € S;(z, jo).

Indeed, for each B € {0,1}%, let us consider the cubes in M(\;, (), 5) of the
form 2o+ (k 4+ [0,1)%), where the coordinates of k are equal to those of
B modulo two. For a suitable 3, there are at least 279 #M(\;, (), j) such
cubes. The result then follows from the observation that these cubes are
at a distance at least 27017 of each other and that each cube contains
at least a point z,, with n < 2400+,

Then, let us define 7, = min{r,, 1/(2n*/%)} for each n > 1. We thereby
obtain another sequence (7,,)p>1 in P4. Indeed, otherwise, the sequence
(73),,>1 would be nonincreasing and have a finite sum, so that n7¢ would
tend to zero as n goes to infinity. Thus, 7,, would be equal to r, for n large
enough and the series 3", r¢ would converge, contradicting the assumption
that (rn)n>1 belongs to P4. Now, for any integer j > j(x), let us consider

Vj(xajo) - U Boo(xmpjo-‘rj)?
nGSj(:E,jo)

where p; is a shorthand for 754;. Since (77,),>1 is nonincreasing and goes to
zero, all the points in the limsup of these sets, except maybe those forming
the sequence (xy,)n>1, belong to both the closure of Ajj(x) and the set F
obtained by replacing 7, by 7, in the definition of F'. Therefore,

e <nm sup vj(a:,jo)) < L1 (F g (@) < £4F 0, (@)).
Jj—o0

Hence, to obtain (8.4), it suffices to provide an appropriate lower bound

on the Lebesgue measure of the limsup of the sets Vj(x,jo). This may
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be done with the help of Lemma 8.4. In fact, the sets Vj(z,jo) are all
contained in the closure of the cube Aj (x), so that we may apply this
lemma with the restriction of the Lebesgue measure to this closed cube.
The resulting lower bound yields

LYF N Xjy(z)) > limsup —

J—o0 J d . .
> X LUV, go) N V(o))
Jj=j(z) ’'=j(z)

(8.5)

However, to apply Lemma 8.4, we need to check the divergence condi-
tion
Z LYV;(z, jo)) = oo (8.6)
j=j(=)

Observe that for any j > j(x) and any distinct n and n' in Sj(z, jo),
the two open balls with common radius pj,+; and center x, and x,/,
respectively, are disjoint. Otherwise, any point y in their intersection would
satisfy

’wn — Tp/foo < ‘y — Tpfoo + ’y - xn"oo < 2pjo+5 < 2_(j0+j)>

which would contradict the third property of the set S;(z, jo) given above.
As a result, the balls forming the set Vj(x, jo) are disjoint, so that

L (Vj(,J0)) = (20jo+5) #5j(x, Jo) = a(z) 27 pf ;. (8.7)
In order to derive (8.6), we finally use the fact that the sequence (7,)n>1
is nonincreasing, as this enables us to write that

2d(j+1) _1
240 (2 Z 20 pd > Z > =00 (88)
j=i(z) J=jo+j(x) n=2%

To obtain (8.4), and thus complete the proof, it suffices to combine the
lower bound (8.5) with the following inequality that holds for any integer
J sufficiently large and that we now establish:

2

LN o odGovy [ L |
Z Z x ]0) N Vj/(l’,jo)) < a(x)g Z L (Vj(x7]0))
j=i(@) j'=j(= j=j(@)

(8.9)
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Let us consider two integers j and j’ such that j(z) < j < 5. With a view
to giving an upper bound on the Lebesgue measure of the intersection of
the sets Vj(x,jo) and Vj/(x, jo), let us observe that for any n € S;(x, jo),

Boo(xnvpjo—kj) N ‘/}’($7j0) = U (Boo(xmpjo—‘rj) mBoo(‘rn’)pjo—‘rj’)) .
n’ESj/(ac,jo)

The points x,/, with n’ € Sjy(z,jo) such that this last intersection is
nonempty, all lie in the open ball with center x,, and radius 2p;, ;. More-
over, there are at most (2j0+j/+2pj0+j + 2)? cubes with generation jo + 5’
that intersect this ball and each of them contains at most one point x,,.
Thus,

LYBoo(@n, pio+j) N Vr(w,jo)) < (27 +2pjo 45+ 2)4(2pjo 4 1)°
3d—1 d d(jo+j'+1) ,d
< 2y (L 20 g ).
Since there are at most 2% integers in S;(z, jo), this yields
d . . d(g -1 d d(jo+7’ d
L (Vj(, jo) N Vi (@, jo)) < 200+ =1pd (1 4 2d0ti™ ) pd

Hence, for any integer J > j(x), the left-hand side of (8.9) is at most

J
d & d 3d & d 4d d(jo+j+i") ,d
20 Y 2Wpf 230y 2l 24y 2ttt
j=j(=) 33 73
where the second and third sums are both over the integers j and j’ that

satisfy j(x) < j < j' < J. Note that the second sum is equal to

1
J J 1 J

O S SR VA T
J'=j(x)+1 j=i(@) j'=j(z)+1

and the third sum is obviously smaller than half the sum bearing on all j
and j' between j(x) and J. Thus, the left-hand side of (8.9) is at most

2
23d+22d_2d_, J L 4 J L
T 9—djo Z 2d(JO+])P§'lO+j+24d 1—djo Z Qd(Jo-H)p;lO_H
J=j(x) Jj=j(z)

In view of (8.8), the first sum tends to infinity as J — oo, thereby being
larger than one, and thus smaller than its square, for J large enough. The
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left-hand side of (8.9) is therefore bounded above by
J 2
—d(jo—4 d(jo+j) ,d
9—d(jo—4) Z 9 (]O+J)pj0+j 7
j=j(x)
for any integer J sufficiently large, and this bound leads to the right-hand
side of (8.9) with the help of (8.7). O
8.2.2. A necessary condition for uniform eutaxy

It is not known whether the sufficient condition (8.3) is also necessary for
uniform eutaxy. However, (8.3) clearly holds if

inf  liminf 2=Y4M((2)n>1; )\, j) > 0, 8.10
sl lim i H#M((20)n>15 A, 7) (8.10)
ACU

and it is plain that this stronger assumption fails when the liminf vanishes
for some nonempty dyadic cube A. The next result shows that, in that case,
the sequence under consideration cannot be uniformly eutaxic.

Theorem 8.5. Let U be a nonempty open subset of R and let (x,)n>1
be a sequence of points in R®. Let us assume that

X e A\ {0} {Ijn?iandj#M((l’n)nZIS A J)=0.

J—00

Then, the sequence (xyn)n>1 s not uniformly eutaxic in U.

Proof. We still work with the supremum norm. Let us consider an integer
j > 0 and, on the one hand, let us define the set

U= U Bolzg 27Ny (8.11)
n<2d((X)+37)
TnEA
If ) is a nonempty dyadic subcube of A, let X stand for the open cube
concentric with " with triple sidelength. If moreover M\ has generation
(\) + j and contains some point x,, then X contains the ball in (8.11)
that is centered at this z,,. Hence,

= U U Bx@.2™c | X

VEA i) NEM(s)
N)=N+i zeN
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from which it directly follows that
£4(U;) < 3827 ANHDLM(N, §).

On the other hand, let us consider the set Uj’» obtained by replacing
in (8.11) the condition x,, € A by the conjunction of the fact that x,, & A
and that the open ball with center z,, and radius 2~ (¥ +9) meets the cube
A. In that case, the ball actually meets the boundary of A. This means
that each point of U ]' is within distance 21~ (M9 from this boundary, and
thus

Ed(Uj’-) < (27 4 927 (NHI)yd _ (9= _ 92— ((N+i))d

d—1
S 237d<)\>7j Z(]- + 227j)d717£(1 _ 227‘]')2 S 23+d*d<)\>7]’7
=0
with the proviso that j > 2. As a consequence, summing the two above
upper bounds and letting j go to infinity, we deduce that
9d((\)+5) 4
im i d —((M+7) s inf 94 ;
h}ggfﬁ AN nL:Jl Boo (2, 2 )| < SYIe h}glogm #M(N, 5),
because the set in the left-hand side is contained in U; U U J’
We now make use of the assumption on A, namely, that the liminf in

the right-hand side vanishes. Thus, we may find an increasing sequence
(Jm)m>1 of nonnegative integers such that j; = 0 and for all m > 1,

2d((N) +im 1)
ce ()\ N U Boo(2n, 2<<A>+J'm+1>)) <27,

n=24((XN)+im) 41

For simplicity, we define n,, = 24N +im) for all m > 1, and also ng = 0.
We then consider the unique sequence (7,),>1 such that

Ym>0 Yne{n,+1,...,0m11} rn:n;ﬁi{f.
Clearly, the sequence (7,,)n>1 is nonincreasing and converges to zero. More-
over, for any m > 0,

Nm+41

D L )
Nm+1

n=nm+1

so that the series 3, r¢ is divergent. We may therefore conclude that the
sequence (7,)n>1 belongs to the collection P,.
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On top of that, for any integer m > 1, we have

oo o) Nm+1 1/d
L4 AN U Boo(zpn,m) | < Z L4 AN U Boo(l’mn;HQ)
n=nm+1 m=m n=nm-+1

By definition of the integers n,,, the summand in the right-hand side is
bounded above by 2™, so that the whole sum is bounded by 272+!. The
left-hand side thus converges to zero when m — co. We deduce that

n—00 n—mn

d . . d > _
L <)\ﬁhmsupBoo(xn,rn)> < nl%flﬁ ()\ﬂ U Boo(xn,'rn)> =0,

which implies that (z,),>1 cannot be uniformly eutaxic in U. O

8.3. Approximation by eutaxic sequences

The notion of eutaxic sequence is naturally connected with those of ap-
proximation system and homogeneous ubiquitous system introduced in
Section 4. In fact, as mentioned in Section 8.1, for any sequence (ry,)p>1
in Py and any sequence (z,,)n>1 of points, the family (z,,,7,)n>1 is neces-
sarily an approximation system. This prompts us to consider the problem
of the approximation within distances r, by the points x,. Accordingly,
the sets F} defined by (4.1) in the general setting are now given by

Fi={zeR?||x—z,| <rl forim n>1}, (8.12)

and their size and large intersection properties may be studied by special-
izing the results of Sections 4 and 5. This yields the next statement.

Theorem 8.6. Let (z,),>1 be a sequence in RY that is eutawic in some
nonempty open set U C R®, with respect to some sequence (rn)n>1 in Pg.
We assume that Y, 5 is convergent for all s > d. Then, for any t > 1,

d
dimp(F,NU) = and  F € GUHU).

Proof. The convergence assumption on the series ), r;, implies that the

parameter sy defined by (4.3) is bounded above by d regardless of the
choice of the open set U. Moreover, since (z,)n>1 is eutaxic in U with
respect to (rp)n>1, the family (z,,7,),>1 is a homogeneous ubiquitous
system in U. Therefore, we may apply Corollary 4.5, and deduce that the
set F; N U has dimension equal to d/t for any ¢ > 1. For the same reason,
due to Theorem 5.14, the set Fj is in the class G#¢(U). O
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When the underlying sequence is uniformly eutaxic, we may dramati-
cally improve on the above approach with the help of the large intersection
transference principle presented in Section 6.3. This enables us to show
that the limsup sets that are naturally associated with such sequences
fall into the category of n-describable sets introduced in Section 7.2.2. Let
(2n)n>1 be a sequence of points in R? and let r = (r,),>1 be a nonincreas-
ing sequence of positive real numbers. Instead of using the notation (8.12),
we rather opt for (6.1); specifically, we consider the set

F((@n, Tn)n>1) = {:c c R? ‘ |z — 2, <m, forim.n > 1} (8.13)

Our main result is the following complete description of the size and large
intersection properties of this set. Below, n, is the Borel measure on (0, 1]
characterized by the fact that for any nonnegative measurable function f
with support in (0, 1],

) (dr) z Fra). (8.14)

(0,1]
Equivalently, n, is the sum of all point masses located at some r, € (0, 1].

Theorem 8.7. Let U be a nonempty open subset of R?, let (Tn)n>1 be a
sequence in R that is uniformly eutawic in U, and let v = (1,)n>1 be a
nonincreasing sequence of positive real numbers. The following holds:

o if >, rd = oo, then the set F((xn,7n)n>1) has full Lebesgue mea-
sure in U;

o if> . rg < 00, then the set F((xn, ™ )n>1) is ne-describable in U.

Proof. In the divergence case, we cannot use the uniform eutaxy directly
because the sequence (ry,),>1 need not converge to zero, and thus need not
be in Pg4. Yet, as seen in the proof of Theorem 8.3, the sequence defined
by 7, = min{r,,1/(2n*/%)} for each n > 1 is in Py. We deduce that
the smaller set §F((zn,7n)n>1) has full Lebesgue measure in U, and thus
S((xn, mn)n>1) as well.

Let us suppose from now on that 3, 7¢ converges. In particular, the
real numbers 7, go to zero as n — oo, thereby being bounded above by one
for n large enough. The set §((zn, n)n>1) is unchanged when removing
finitely many terms x,, and r,, so there is no loss in generality in assuming
that r, € (0, 1] for all n.
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For any gauge function g in (‘5(nr)C, the series Y ,, ga(ry) is convergent, so
Lemma 3.17 entails that the set F((xy, 7 )n>1) has Hausdorff g4-measure
equal to zero. Proposition 3.11 allows us to transfer the previous property
to the Hausdorff g-measure itself. The gauge function g is thus majorizing
for §F((zn,n)n>1) in U. Considering in particular the function r — rd, we
infer from Proposition 3.13 that this set has Lebesgue measure zero in U.

Now, if g is a gauge function in &(n,), the series >_, gq(ry) is divergent.
Since the real numbers 7, are nonincreasing and tend to zero, the real
numbers gd(rn)l/ 4 tend to zero as well and, at least for n sufficiently large,
are also nonincreasing. The limsup set §((zp,7n)n>1) being unchanged
when removing initial terms, we may assume that this is the case for all
n. This means that (gq(rn)"/%),>1 belongs to Py, and we deduce from the
uniform eutaxy property that

[’d(U \ 3(($n, gd(rn)l/d)n21)) =0.

Hence, (zn,7n)n>1 is not only an approximation system, but is also ho-
mogeneously g-ubiquitous in U in the sense of Definition 6.1. We are now
in position to apply the large intersection transference principle, namely,
Theorem 6.10. Thus, we deduce that §((zn,™n)n>1) belongs to GI(U),
which means that g is minorizing.

Finally, the majorizing and the minorizing collections of F((zn, ™n)n>1)
in U contain ®(n,)¢ and &(n,), respectively. We conclude using Proposi-
tion 7.11 and Lemma 7.13(2). O

The complete description of the size and large intersection properties
may indeed be obtained by further applying Theorem 7.14 to the set
S((n, mn)n>1). We may also apply Corollary 7.15 if only a dimensional
result is needed. We suppose that the series Y, 7% converges; otherwise,
the set has full Lebesgue measure in U and, as explained at the beginning
of Section 7, its dimensional properties are trivial. Accordingly, letting s,
be the exponent associated with n, through (7.5), we see that

§< 8§ = Y. Tr =00
' nen (8.15)
§>8 = Y., <00,
and we end up with the next statement.
Corollary 8.8. Let (z,)n>1 be a sequence in R? that is uniformly eutaxic
in some nonempty open set U C R?, and let (rn)n>1 be a nonincreasing
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sequence of positive real numbers such that ), rd converges. Then, for
any nonempty open set V C U,

dimp(F((xn, Tn)n>1) NV) = ¢
dimp(S((xn, Tn)nZl) N V) =d
F, e g (V),

where the last two properties are valid under the assumption that s, > 0.

If the underlying sequence of points is uniformly eutaxic, this result is
an improvement on Theorem 8.6. In fact, the sets F; defined by (8.12)
are obtained when considering the sequence (r?),>1 instead of (r,,),>1 in
the above statement. Moreover, if a sequence (7y,),>1 satisfies the assump-
tions of Theorem 8.6, one easily checks that the exponent associated with
(rt)pn>1 via (8.15) is equal to d/t.

In Sections 11, 13 and 14, we shall apply the above results to examples
of eutaxic sequences based on fractional parts and on random points.
Through the framework of describable sets, we shall thus shed light on
the size and large intersection properties of the associated limsup sets.

9. Optimal regular systems

The notion of optimal regular system was introduced in [1] by Baker
and Schmidt, and subsequently refined by Beresnevich [6]. As we shall
illustrate in Sections 10 and 12, they encompass many important exam-
ples arising in the metric theory of Diophantine approximation, such as
the points with rational coordinates and the real algebraic numbers with
bounded degree. On top of that, they naturally give rise to uniformly eu-
taxic sequences. In light of Section 8.3, we shall thus be able to describe
thoroughly the size and large intersection properties of limsup sets issued
from optimal regular systems; this will be performed in Section 9.2.

9.1. Definition and link with eutaxy

Our purpose now is to define the notion of optimal regular system, and
to discuss the connection with eutaxic sequences.
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Definition 9.1. Let U be a nonempty open subset of R? let A be a
countably infinite subset of R? and let H : A — (0,00) be a function
called height function. The pair (A, H) is:

(1) admissible if for any integer m > 1,
#{aec Allal <mand H(a) <m} < oo; (9.1)

(2) a regular system in U if it is admissible and if one may find a real
% > 0 such that for any open ball B C U, there is a real hg > 0
such that for all h > hp, there is a set Ag ), € AN B with

#App > /£|B‘dhd
Vae Ay H(a)<h
Va,d € Ap, a#d = l|a—d|>1/h;

(3) an optimal system in U if it is admissible and if for any open ball
B, there are two reals £’z > 0 and h’z > 0 such that for all h > h/g,

#{a € ANUNB|H(a) <h} < rlghe.

Throughout what follows, we shall freely employ the notations of Defi-
nition 9.1 without necessarily reintroducing them. The admissibility con-
dition (9.1) is related with the application to approximation problems, and
will be justified in Section 9.2. Moreover, it is elementary to remark that
any regular system in U is also regular in every nonempty open subset of
U ; the same observation holds for the optimality property. Now, when the
set U is bounded, the next lemma shows that any regular system inside
U may be enumerated monotonically with respect to the height function.
The resulting enumerations will play a key role in the connection between
optimal regular systems and eutaxic sequences.

Lemma 9.2. Let U be a nonempty bounded open subset of R, and let
(A, H) be a reqular system in U. Then, there is an enumeration (an)n>1 of
the set ANU such that H(ay,) monotonically tends to infinity as n — oo.

Proof. On the one hand, the regularity property of the system (A, H)
ensures that the set ANU is countably infinite. On the other hand, as the
set U is bounded, it is contained in the open ball B(0, m), for m sufficiently
large, and the admissibility condition (9.1) implies that for any A > 0, only
finitely many points in ANU have height bounded above by h. We deduce
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the existence of an increasing sequence (h;);>1 of nonnegative integers
with initial term zero and such that all the sets

Aj:{aeAﬁU\hj<H(a)§hj+1}

are both nonempty and finite. For each integer j > 1, we write the elements
(4) ()
1 >

of the set A; in the form a7, ..., s, in such a way that

H({)<...<H(ad) ).
It is clear that for any integer n > 1, there is a unique pair of integers
(4, k), with j > 1 and k € {1,...,#A,}, such that
n:#A1++#A],1+k‘
We then define a,, as being equal to a,(j ), and it is elementary to check
that the sequence (ay,),>1 fulfills the conditions of the lemma. O

Any sequence (ay,)n>1 resulting from Lemma 9.2 will be called a mono-
tonic enumeration of the regular system (A, H) in the set U. We now
present the first part of the connection between optimal regular systems
and eutaxic sequences.

Proposition 9.3. Let U be a nonempty bounded open subset of RY, let
(A, H) be an optimal regular system in U, and let (an)n>1 denote a mono-
tonic enumeration of (A, H) in U. Then, the sequence (an)n>1 is uniformly
eutazic in U. In fact,

inf liminf 2 Y#M((an)n>1; N, §) > 0. 9.2
i limin #M((an)n>1; A, J) (9-2)
ACU

Proof. The set U being bounded, it is contained in some open ball B.
We consider a real number v € (0,1) such that x5y < [[0,1)¢]4, and a
nonempty dyadic cube A contained in U. Observe that there exists an open
ball B" C X satisfying |B’| = |A|. Then, let j be a nonnegative integer so
large that ‘
97
h = 'yl/dm > max{h'g, hp}.

The choice of h ensures that any dyadic cube X' C X\ with generation
(A) +Jj cannot contain more than one point of Aps j. Otherwise, we would
have two distinct points in Ap/ j, at a distance bounded above by

'Yl/d 1

N =27\ =+— < —
X Al=—— <+,
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which would contradict the third property satisfied by Aps j. Moreover,
every point contained in Ap/ j, has height bounded above by h and belongs
to AN U, thereby being of the form a,, for some n > 1. The monotonicity
of the enumeration implies that n is actually bounded above by

AN 21\

#lac ANUNB|H(a) <h} <rlp (’yl/dw> < <|[0,1)d W) ,

so that n < 2¢N+9) | Lastly, all the points of Ap p, are contained in B,
and thus in some dyadic subcube of A with generation (\) + j. We get

S\ d

97 :

#M((an)nz13 A, ) = #App = w6l B0 = & (|Awl/dw> = ry2?,
and we end up with (9.2) by letting j — co. Hence, (ay)n>1 satisfies the
condition (8.10), and so the weaker condition (8.3) holds as well. The
uniform eutaxy of the sequence thus follows from Theorem 8.3. O

Further investigating the connection between optimal regular systems
and eutaxic sequences, we now give a converse result to Proposition 9.3.
We actually start from (9.2); recall that this property entails uniform
eutaxy for the enumeration (a,)n,>1, see (8.10) and the accompanying
discussion.

Proposition 9.4. Let U be a nonempty open subset of RY, and let (an)n>1
denote a sequence of points contained in U. We assume that (9.2) holds,
so that in particular (ap)n>1 is uniformly eutazic in U. Moreover, let A
denote the collection of all values ay,, for n > 1. We endow A with the
height function H defined by

H(a) =inf{n >1|a=a,}""
Then, the pair (A, H) is an optimal reqular system in the open set U.

Proof. For any open ball B and any real number h > 0, it is clear that a
point a € ANUN B satisfying H(a) < h is among the points a1, ..., a4,
where | - | denotes the floor function. This proves that the pair (A, H) is
admissible, and is in fact an optimal system in U.

Let us now establish that (A, H) is also a regular system in U. Through-
out, ¢ is such that |z|s/c < |2| < c¢|z|s for all z in RL Let B be
a nonempty open ball contained in U, and let A\g denote a nonempty
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dyadic cube contained in B with minimal generation. One easily checks
that |B| < 6¢272). Moreover, there is an integer j(Ag) > 0 such that

Vi = j(AB) #M((an)n>1; 2B, j) > o 240-1)

where « denotes the left-hand side of (9.2). Thus, just as in the proof of
Theorem 8.3, detailed in Section 8.2.1, we infer that for any j > j(Ap),

there is a set Sj(Ag) C {1,..., 248+ satisfying:
o #5;(Ap) > a240=2;
e a, € g for any n € Sj(Ap);
o |ay — ap|oo > 27 (BT for any distinct n,n’ € S;j(\p).

For any h > ¢2P8)H8) Jetting j = |logy(h/c)| — (Ag), where log, is
the base two logarithm, we have j > j(Ap). Hence, we may define Ap , as
the collection of all points a,, for n in S;(Ag). It is then straightforward
to check that Ap ), is a subset of AN B such that

#Apy = #Sj(AB) > a240-2) > o|B|¢h?/(48¢%)?
Va€ Agp  H(a) < (2UO+N/d <pfe<h
Va,d' € App a#d = |a—d|>2" (OBt /c>1/h,
and we deduce that the pair (A, H) is a regular system in the set U. O

Combining Propositions 9.3 and 9.4, we may finally deduce that, rather
than being equivalent to uniform eutaxy, the notion of optimal regular
system is essentially comparable with the stronger condition (9.2).

9.2. Approximation by optimal regular systems

In the spirit of Diophantine approximation, given an optimal regular sys-
tem (A, H), we may naturally consider the sets of the form

F, = {:U c R? ‘ |x —a|l < o(H(a)) forim.ae€ A}, (9.3)

where ¢ is a positive nonincreasing continuous function defined on [0, c0).
Combining Theorem 8.7 and Proposition 9.3, we shall be able to describe
the size and large intersection properties of these sets, because the un-
derlying optimal regular system actually results in a uniformly eutaxic
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sequence. However, though they will play a prominent role in the proofs,
we shall state our results without explicitly mentioning eutaxic sequences.

We may now justify the admissibility condition (9.1) arising in the def-
inition of optimal regular systems. In fact, if the pair (A, H) is admissible
and the function ¢ additionally tends to zero at infinity, then the family
(a,0(H(a)))aca of elements of R? x (0,00) is an approximation system
in the sense of Definition 4.1. The set F, thus naturally fits into the
frameworks supplied by homogeneous ubiquity, and by the mass and large
intersection transference principles, see Sections 4 and 6.

The complete description of the size and large intersection properties
of the set F|, calls upon two objects defined in terms of the function ¢,
specifically, the integral

I, = / " to(n)?dn, (9.4)

and the Borel measure n, on (0, 1] characterized by the condition that for
any nonnegative measurable function f with support in (0, 1],

fyna(an = [ "L (p(n)) dn. (9.5)

We may now describe the size and large intersection properties of F.

(0,1]

Theorem 9.5. Let U be a nonempty open subset of RZ, let (A, H) be
an optimal reqular system in U, and let ¢ be a positive nonincreasing
continuous function defined on [0, 00). Then, the following properties hold:

o if I, diverges, then F, has full Lebesque measure in U ;
o if I, converges, then F,, is n,-describable in U.

Proof. We begin with the divergence case. The open set U may clearly
be written as a countable union of open balls. Hence, the proof reduces
to establishing that Fi, has full Lebesgue measure in any nonempty open
ball contained in U. If B is such a ball, the pair (A, H) is also an optimal
regular system in B, so Lemma 9.2 enables us to consider a monotonic
enumeration of (A, H) in B, denoted by (an)n>1. Then, it is clear that F,
contains the set F; B defined by

FB {xERd’|x—an\<rn for i.m. n>1} (9.6)
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where r, = ¢(H(ay)) for any n > 1. By virtue of Proposition 9.3, the
sequence (ap)p>1 is uniformly eutaxic in B. Moreover, the divergence of
the integral I, implies that the series _, ré diverges, see hereunder. The
sequence defined by 7, = min{r,,1/(2n'/%)} for each n > 1 is then in
P4. We deduce that for Lebesgue-almost every x in B, there are infinitely
many integers n > 1 such that |z — a,| < 7. Hence, the set Ff has full
Lebesgue measure in B, and thus the set F, as well.

Let us prove that the series 3, r¢ diverges when the integral I, does.
First, we may clearly assume that the function ¢ tends to zero at infinity;
the result is elementary otherwise. Let ( be the premeasure defined on
the intervals (h,h’), with 0 < h < h' < oo, by the formula (((h,h’)) =
@o(h)? — ()4, and let ¢, be the outer measure defined by (3.4). It fol-
lows from Theorem 3.5 that the Borel sets contained in (0,00) are (.-
measurable. The resulting Borel measure is called the Lebesgue-Stieltjes
measure associated with the monotonic function ¢?, and we may inte-
grate locally bounded measurable functions with respect to that measure.
One may prove that the above outer measure (, coincides with the outer
measure (* defined by (3.3), and also coincides with the premeasure ¢ on
the intervals where it is defined. Combining this observation with (3.1)
and the fact that ¢ tends to zero at infinity, we deduce in particular that
C([h,0)) = @(h)? for any h > 0. Accordingly, using Tonelli’s theorem,
we have

=3 | Lsttanny (@) = [ #n = 11 Han) < b} G(ah)

n=1

The regularity of the system implies that this is bounded below by
00 h
| RIBl G an) + [ (#4021 H (@) < B = sl BI) G(dR),
0 0

and the first integral is equal to fid\B]de by Tonelli’s theorem again. This
proves that the series 3, re is divergent when the integral I, is.

Let us turn our attention to the convergence case. Note that, since the
function ¢ is nonincreasing, it necessarily tends to zero at infinity. Let us
consider a gauge function g € &(n,). The idea is to replace in the above
arguments the function ¢ by the function h — g4((h))'/¢, denoted by
gcll/ d, @ for short. This new function might not be continuous and nonin-
creasing on the whole interval [0, 00), but surely satisfies these properties
on the closed right-infinite interval of all real numbers A > 0 such that
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o(h) < e4,/2, where ¢4, is defined in Section 6.3.1. Therefore, letting
@(h) = ga(min{p(h),e4,/21)"/?, we get a function that is continuous and
nonincreasing on [0, c0) and matches the function of interest near infinity.

The fact that g is in &(ny) implies that I is divergent. We deduce
from the previous paragraphs that F: > has full Lebesgue measure in U, and
thus that the larger set Fgrll/dw has full Lebesgue measure in U as well.

Hence, (a, o(H(a)))aca is not only an approximation system, but also a
homogeneous g-ubiquitous system in U. We conclude that F, belongs to
G9(U) by means of the large intersection transference principle, namely,
Theorem 6.10. The gauge function g is thus minorizing for F, in U.

Given a nonempty open ball B C U, let (ay),>1 denote again a mono-
tonic enumeration of (A, H) in B. The intersection F,, N B is contained in
the set Ff defined by (9.6). Indeed, if  is in £, N B, we may find in B a
ball B’ of the form B(z,r) for a sufficiently small » > 0. Moreover, as ¢
tends to zero at infinity, we have p(h) < r for any real number h larger
than some hg. Now, there is an infinite subset A, of A formed by points a
satisfying |z — a| < (H(a)). In particular, all these points belong to the
open ball centered at x with radius ¢(0), so that

{a€e A, | H(a) < hp} C{a€ Allal <|z|+ ¢(0) and H(a) < hy} .

The latter set is finite in view of the admissibility condition (9.1). It follows
that infinitely many points a € A, have height larger than hg, thereby
satisfying ¢(H (a)) < r. All these points thus belong to the ball B’, and
must then be of the form a,, for some n > 1. We deduce that x is in Ff .

Let us now consider a gauge function g € Qi(rw)[:. As shown below, the
series Y, gaq(ry) is then convergent. Combining Lemma 3.17 and Proposi-
tion 3.11, we deduce that the set F f has Hausdorff g-measure zero. Hence,
the set i, N B has g-measure zero as well, and we may in fact replace the
ball B above by the whole open set U, because the Hausdorff g-measure is
an outer measure and every open set may be written as a countable union
of inside open balls. The gauge function g is thus majorizing for F, in
U. Besides, let us remark that when I, is convergent, the gauge function
r = rdis in Q§(n¢)c, and we deduce from Proposition 3.13 that F, has
Lebesgue measure zero in U.

Let us justify the convergence of >, gq(rn). The gauge function g4 is
nondecreasing on the interval [0, ¢,,), so we may consider a function g that
is nondecreasing on [0, co) and coincides with g4 on [0, €g,). Still reasoning

95



Arnaud DURAND

as above, we define a premeasure ¢ by ¢((h,h')) = g(p(h))—g(¢(h’)) when
0 < h < h' < oo, and then consider the outer measure ¢, given by (3.4).
We end up with a Borel measure on (0, c0) such that (.([h, o0)) = g(v(h))
for any h > 0. Thanks to Tonelli’s theorem,

[e.o]

i) = [ T > 1] H(an) < h} G (dh).

n=1

Due to the optimality of the underlying system, this is bounded above by

[ st catamy + [ (#n 2 11 Ban) < 1)~ i) fam)

and the first integral is equal to
/ d o d—1~ d
rpd |0 g(e(n) o

by Tonelli’s theorem. Since g is in Qﬁ(nw)c and ¢ tends to zero at infinity,
this integral is convergent. So, the series in the left-hand side is also con-
vergent. We may replace g by gq without altering the convergence of the
series, again because ¢ vanishes at infinity.

Finally, we established that the majorizing and the minorizing collec-
tions of the set F, in U contain 6(11@)8 and &(n,), respectively. We con-
clude using Proposition 7.11 and Lemma 7.13(2). O

10. Homogeneous and inhomogeneous approximation

A simple example of optimal regular system is supplied by the points with
rational coordinates; this corresponds to the problem of homogeneous Dio-
phantine approximation. We now detail this example, together with its
inhomogeneous counterpart. We shall then state the corresponding metric
results obtained by further applying Theorem 9.5, thereby recovering fa-
mous theorems due to Besicovitch [10], Jarnik [37, 38] and Khintchine [39],
as well as their inhomogeneous analogs.

10.1. Associated optimal regular system

Let us recall from Section 2.3 that the inhomogeneous approximation prob-
lem is obtained when shifting the approximating rational points p/q by a
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chosen value o in R?. The approximation is then realized by the points
that belong to the collection

o + o
Q> = {pq (P, q) EdeN}-

Obviously, when a vanishes, we recover the set Q% of points with rational
coordinates, and the homogeneous approximation problem. The collection
Q% is endowed with the height function HY defined by

HS(a) = inf{qg € N|qa — a € Z4}1H1/4, (10.1)

As shown by the next statement, we thus obtain an optimal regular sys-
tem in RY. The proof is essentially due to Bugeaud [17] and relies on
an inhomogeneous approximation result discussed in Section 2.3 above,
specifically, Proposition 2.6.

Theorem 10.1. For any point a in R?, the pair (Qd’a, HY) is an optimal
reqular system in R?.

Proof. When the open set U is equal to the whole space R? in Defini-
tion 9.1, one easily checks that the notion of optimal regular system does
not depend on the choice of the norm. We thus choose to work with the
supremum norm.

Establishing the optimality of the system is rather elementary. Indeed,
let B denote the open ball B(z,7), and let a be a point in Q%* N B with
height at most h. We write a in the form (p + «)/q, with p € Z¢ and
g € N as small as possible. As a result, H§(a) = ¢*1t1/4 which means that
q < h#/(@+1)  Moreover, the number of possible values for the point p is
not greater than (2rq + 1)%. Hence,

#lacQ*NB|Hf(a)<h}< > (2rq+1)
1<q<hd/(d+1)
S hd/(d-‘rl)(thd/(d-‘rl) 4 l)d S (47’)dhd,

where the last bound holds for h > (2r)~1=1/4,
Let us prove the regularity of the system. For any point y in R%, let
q(y) denote the minimal value of the integer ¢ > 1 for which

1
‘qy - p‘OO S L2_1/dhl/(d+1)J .

Ip € 7°
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Dirichlet’s theorem then shows that 2¢(y) is bounded above by h%/(d+1)]
with the proviso that the following condition holds:

h > 2ld+1)/d, (10.2)

We assume from now on that this condition is satisfied. Given two pa-
rameters v and § in (0,1), let B’ be the open ball concentric with B with
radius § times that of B, and let B” be the set of points y in B’ such
that 2¢(y) < yh% (1), The set B” is covered by the closed balls with ra-
dius 211/4/(gh!/(4+1) centered at the rational points p/q within distance
1/q of the ball B’ and with denominator ¢ < yh%/(@+1) /2. For any fixed
choice of ¢, there are at most (2¢qdr +3)¢ such points. Hence, the Lebesgue
measure of the set B” is at most
92d+1

3 d
PRI Z (257’ + ) .

1<q<yhd/(d+1) /2 q

To derive an upper bound on the sum, we first consider the case in which
q < 3/(267). In that situation, the summand is clearly bounded by 6¢. In
the opposite case, the summand is bounded by (407)¢. Thus,

L£YB") < 3724(1 + (1667)%~
= Srhd/(d+1) :
Finally, we define Ap as any maximal collection of points belonging to
the set Q»® N B with height at most h and separated from each other by
a distance at least (2/7)'*/4/h, thus in particular at least 1/h.
We now search for an appropriate lower bound on the cardinality of

Ap . Note that each point y in the set B"\ B” satisfies

a(y) > %hd/(d—i—l) > 7L2—1/dh1/(d+1)Jd‘

Applying Proposition 2.6 to the integer |27 1/4p1/(@+1) | the point o, and
each point y in the set B'\ B”, we infer the existence of two real numbers
I'y, H, > 1, depending on ~ and d only, such that the condition

h> H, (10.3)
implies that for each y € B’ \ B”, there is a pair (p,¢) in Z¢ x N with

|
qy) <q<2q(y) and gy —p— 0l < .
| q(y)/e
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In that situation, we straightforwardly deduce that
‘ p—l—Oé‘ I, I, <2>1+1/d
¢ loo aly)ttVi T b \y '

Given that the point y is in the ball B’, this means in particular that the
point (p+a)/q belongs to the set Q»*N B if the following condition holds:

T, /2 1+1/d

On top of that, we observed previously that 2¢(y) is bounded above by
R/ (@+1) g6 we deduce that this point satisfies

o (Pt
Hy (pq > < ¢V < (2q(y)) T < b

Since the collection Ap j, is maximal, it contains a point (p'+a) /¢’ located
at a distance smaller than (2/)'*/4/h from (p + a)/q, so that

‘ _p'+a’ ’y_p—l—oz’ +‘p+a_p’+oz‘ F*+1<2)1+1/d

A N 7 lso q 7 s h \~v '
Hence, the set B\ B” is covered by the open balls centered at the points
in Ap with radius the right-hand side above. Since Iy > 1, we get

3. 244
 Srhd/(d+1)

(207 (165r)y < LB\ B") < (4F*)d (i)d+1 4 Ap ),

h

from which we deduce that

#ABh 5\ v\ J 3.124
Bt = <4F> <2) L=8 = Gy ) - (105)

To conclude, we choose v < 8¢, and § arbitrarily, and we require that A is
large enough to ensure that (10.2), (10.3) and (10.4) hold, and that (10.5)
holds with a constant that depends on d in the right-hand side. O

Combining Proposition 9.3 and Theorem 10.1, we directly get the fol-
lowing property: for any nonempty bounded open subset U of R?, any
monotonic enumeration of the optimal regular system (Qd’a, HY) in the
set U is uniformly eutaxic. In particular, the arguably most natural enu-
meration of the rational numbers that are strictly between zero and one,
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namely, the sequence
11213123415 123456

10.2. General metrical implications

We may use Theorem 10.1 in conjunction with Theorem 9.5 to describe
the size and large intersection properties of the set

ptao
T —

Qid, == {I S Rd

< 1(q) for im. (p,q) € deN}, (10.6)

.
where 1 denotes a positive nonincreasing continuous function defined on
[0,00). Indeed, this set is exactly the set Fi, defined by (9.3) when ¢(n) =
Y(n? (@) for all § > 0, and the underlying system (A, H) is (Q%, HY).
This prompts us to introduce the integral I, and measure n, defined
by (9.4) and (9.5), respectively. However, it is more natural to express the
results in terms of ¢ only, so we preferably consider the integral

Iy = /0 q“¥(g)% dq

and the Borel measure ng,, on (0, 1] characterized by the condition that
for any nonnegative measurable function f with support in (0, 1],

() gl = [ qf(6(0) da.

With a simple change of variable, one easily checks that the convergence
of 14, amounts to that of I, and that the sets of gauge functions &(ng,y)
and &(n,) coincide. The above discussion leads to the next statement.

(0,1]

Theorem 10.2. Let a be a point in R% and let i) denote a positive nonin-
creasing continuous function defined on [0,00). Then, the following holds:

o if 15, diverges, then Qg}w has full Lebesque measure in R? ;
o if 15, converges, then ij’w is gy -describable in R?.

Let us detail some consequences of Theorem 10.2. First, this result
shows that Qg}w has full Lebesgue measure in RY if 1, diverges, and
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Lebesgue measure zero if it converges. Hence, for any nonempty open set
V C R4,

LUV) i T, q%(g) = oo
0 if 354" (0)! < .

Indeed, the monotonicity of ¢ implies that the convergence of Iy, amounts
to that of the above series. We thus recover a result due to Schmidt [53].
In the homogeneous case, this is a famous theorem due to Khintchine [39].

Thanks to Theorem 7.14, we may in fact deduce from Theorem 10.2
a complete description of the size and large intersection properties of the
set Qg ,,. We restrict our attention to the case where Qg , has Lebesgue
measure zero; as explained at the beginning of Section 7, these properties
are trivial otherw1se. In particular, we infer that for any gauge function g
and any nonempty open set V C R?,

LYQG,NV) = {

oo if Y, q%a(¥(q)) = oo

HI(Qg,NV) = { ' .

0 if 32, ¢%a(¥(q)) < oo
Note that we use here the elementary fact that a gauge function g belongs
to the set &(ng ) if and only if its d-normalization gq is such that the above
series diverges; this follows from the monotonicity of 1) and that of g; near
the origin. We thus recover the extension established by Bugeaud [17] of
a classical statement due to Jarnik [38]. Likewise, Theorems 7.14 and 10.2
allow us to recover the description of the large intersection properties of
the set QF , that was obtained in [22].

Using Corollary 7.15, we may also give a more concise dimensional
statement. In fact, still focusing on the case where Qd,¢ has Lebesgue
measure zero, we see that the integral Iy ;, converges and that the exponent
associated with ng, via (7.5) is

o0 = limsup (G Dloga
i q~>oop —logv(q) ’

so we eventually obtain the next statement.

Corollary 10.3. Let a be a point in R? and let ¢ denote a positive non-
increasing continuous function defined on [0,00) such that 14, converges.
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Then, for any nonempty open set V.C R?,

dimp( gﬂll NV) =544
dimp(9Q5,, N V) = d
dy €9 (V),

where the last two properties are valid under the assumption that sq,, > 0.

Another application is to describe the size and large intersection prop-
erties of the intersection of countably many sets of the form Qgﬂp. To be
specific, for each integer n > 1, let us consider a point «,, in R? and a
positive nonincreasing continuous function 1, defined on [0, c0) such that
14, converges. Then, similarly to (7.8), we may combine Theorem 10.2
with Propositions 7.3 and 7.4 to infer that

o) 9]
o (2.5 e - s
n=1

o =t (10.7)
m (ﬂ Qg‘%n,Rd) D 6™\ () B(ngy,)-
n=1 n=1

Hence, the intersection of the sets gﬁpn is fully describable in R%. Further
assumptions on 1), can make the intersection of the sets &(ng,y,, ) more ex-
plicit, and yield more comprehensive results. For instance, if the measures
N4, May be written in the form (7.6), Proposition 7.20 implies that the
intersection of the sets 3*;% is either ng-describable for some s € [0, d),

or s-describable for some s € [0, d).

10.3. An inhomogeneous Jarnik-Besicovitch theorem

We focus on the particular case where 1 is of the form ¢ — ¢~ " on [1, 00),
for some 7 > 0. Then, inw is the set defined by (2.8), namely,
1

‘x_p—i—a‘ < = forim. (p,q) € Z% x N}.

7 leo 47
When « vanishes, the above set is the introductory set J; , defined by (2.3)
that corresponds to the homogeneous setting. We complete the definition
of the function ¢ by assuming that it is constant equal to one on [0, 1].
Clearly, I, converges if and only if 7 > 1 + 1/d. In that case, the set

Ji.= {x e R?
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& (ng,y) coincides with &(n(gy1)/-), where nigyq)/, is defined as in (7.6).
Theorem 10.2 then leads to the next statement.

Corollary 10.4. For any point a in R?, the following properties hold:

e forany T < 1+1/d, the set Jg - has full Lebesque measure in R? ;

e for any T > 1+ 1/d, the set Jg - 18 Way1)/r-describable in RY,

In the latter case, making use of Corollary 7.15 and recalling that the
exponent associated through (7.5) to n(gy1)/- is equal to (d+1)/7, we get

dimy Jg, = (d+1)/7

dimp Jg' . =d

ngT e g(dJrl)/T(Rd).
This can also be seen as a consequence of Corollary 10.3. In the homo-
geneous case where a vanishes, we thus recover the Jarnik-Besicovitch
theorem and the large intersection companion result, see Theorem 4.12
and Corollary 5.15, respectively.

In light of the end of the previous section, we may also consider count-

ably many values of the parameter a and study the size of the intersection
of the corresponding sets J. dr for possibly different values of 7.

Corollary 10.5. Given a sequence (ap)n>1 of points in R? and a sequence
(Tn)n>1 of real numbers, let us consider

o0
o
Jax = ﬂ i, and Ty« = SUP T,
n=1 n=1

Then, the following properties hold:
(1) if 7 <141/d, the set Jq. has full Lebesgue measure in R? ;
(2) if e > 1+ 1/d and is attained, Jy« s W(g41))7, -describable in R?;

(3) if 7« > 1+1/d and is not attained, Jq . is ((d+ 1)/7)-describable
in R,

Proof. The first case is an elementary consequence of Corollary 10.4. We
suppose from now on that 7, > 1+ 1/d, so that the set N of all integers
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n > 1 such that 7, > 1 + 1/d is nonempty. Note that 7, is also the
supremum of 7, over n € N. Now, Proposition 7.3 yields

ST )

neN

Besides, let us consider a gauge function g that is minorizing in R? for
the intersection over n € N of the sets Jél)i:n‘ Due to Corollary 10.4, the
intersection over n € N\ A/ of these sets has full Lebesgue measure in R,
By Propositions 6.7 and 6.8(2), any gauge function is minorizing in R for
this set, and so is ¢ in particular. This shows with Theorem 6.9(1) that g
is minorizing for Jy .. Hence,

m(Jd7*, ( m drn ) .
neN

Proposition 7.20 enables us to appropriately express the right-hand side
of either of the two above inclusions in terms of either &(n(gy1)/5,) or
&((d+ 1)/74), depending on whether or not 7. is attained, respectively.
We conclude using Proposition 7.11, along with Lemma 7.13(2) in the first
case, and Lemma 7.17(2) in the second. O

Subsequently applying Corollary 7.15 or Corollary 7.19 depending on
the situation, we readily deduce from Corollary 10.5 that for any sequence
(an)n>1 of points in R? and any sequence (Tn)n>1 of real numbers with
supremum denoted by Ty,

1
dimy ﬂ ‘]dr —mln{d+ ,d},

n=1 T

with the usual convention that the right-hand side vanishes if 7, is infinite.

10.4. Inhomogeneous Liouville points

Note that the mapping 7 — JC‘ZT is decreasing. In the spirit of the end of
Section 7.2.3, this prompts us to introduce

Ly= () +Ji-

>1+1/d
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The monotonicity property satisfied by the sets Jg . shows that Lg coin-
cides with the intersection over all n > 1 of the sets Jgfn. We are in the
setting of Corollary 10.5, with the supremum being infinite.

Corollary 10.6. For any point o in RY, the set LG is 0-describable in
R,

The complete description of the size and large intersection properties
of the set L§ then follows from Theorem 7.18. Moreover, we deduce from
Corollary 7.19 that this set has Hausdorff dimension equal to zero and
packing dimension equal to d in every nonempty open subset of R%.

Let us establish a link between LG and a natural extension to the inho-
mogeneous and multidimensional setting of the notion of Liouville number.

Definition 10.7. Let o be a point in R%. A point = in R? is called a-
Liowville if  does not belong to Q% and if for any integer n > 1, there
exist an integer ¢ > 1 and a point p € Z% such that

P+« ‘ 1
T — —.
7 loo 4"

For « = 0 and d = 1, we obviously recover the condition that defines
Liouville numbers. Excluding the points in Q%® from this definition is
analogous to excluding the irrationals from the classical definition of Li-
ouville numbers. In fact, this ensures that for each integer n > 1, there are
infinitely many pairs (p, ¢) such that the above inequality holds. As a con-
sequence, the set of a-Liouville points in R? is equal to the set LG\ Qe
As shown by the next statement, removing the points in Q%® does not
alter the describability properties of the set LJ.

Corollary 10.8. For any point a in R%, the set Lg‘\Qd’a of all a-Liouwille
points in R? is 0-describable in RY.

Proof. The set R4\ Q% is clearly a Lebesgue full Gs-subset of RY. Owing
to Propositions 6.7 and 6.8(2), it thus belongs to the class G°(R?), and
in fact to all the classes G9(R?), for g in &. Due to Proposition 7.4 and
Corollary 10.6, we get

m(L{\ QM RY) N6 = m(Lg, RY) N 6% = &(0).
In addition, Proposition 7.3 and Corollary 10.6 show that
(LG \ Q' RY) 2 M(LG, R = 6(0).
We conclude with the help of Proposition 7.11 and Lemma 7.17(2). O
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Let us mention a noteworthy consequence of Corollary 10.8. Let us
consider an arbitrary gauge function g in &(0). Then, Theorem 7.18 shows
that the set of all a-Liouville points in R?, namely, 9\ Q% belongs to
the class G9(R?). Now, for any given = € R? the mapping y — = — vy is
obviously bi-Lipschitz. We deduce from Theorem 6.9(1-2) that

(LG\ Q™) N (z — (L3 \ Q%)

also belongs to G9(R?). Hence, there are uncountably many ways of writing
a given point as the sum of two a-Liouville points. This substantially
improves on a result by Erdds [29] according to which any real number
may be written as a sum of two Liouville numbers. Of course, variations
are possible as one may freely replace y — x —y above by any bi-Lipschitz
mapping, or even a countable number thereof.

Finally, let us also point out that the set of Liouville numbers, i.e. the
set LY, also comes into play in the theory of dynamical systems, especially
in the study of the homeomorphisms of the circle, see [24] for details.

11. Fractional parts of sequences

We show in this section that the fractional parts of sequences yield em-
blematic examples of eutaxic sequences, and we detail various implica-
tions of this property in metric Diophantine approximation. Recall that
{x} stands for coordinatewise fractional part of 2 € R%, and is in [0,1)%.

11.1. Sequencewise eutaxy

We begin with the sequencewise version of eutaxy. As defined in Sec-
tion 8.1, this notion arises when choosing a sequence (ry,)n,>1 in P4, and
requiring a sequence of points under consideration to approximate within
distances 7, Lebesgue-almost every point of a given open set.

11.1.1. Linear sequences

By this term, we mean sequences of the form ({nz}),>1 with x in R%. Our
main result is the following. Although intrinsic proofs are available, it is
particularly easy to establish this result with the help of Theorem 10.2.

Theorem 11.1. Let (ry)n>1 be in Pg. Then, for L%-almost every x € R?,
the sequence ({nx})n>1 is eutazic in (0,1)% with respect to (rp)n>1-
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Proof. The sequence (r,/n)p>1 is both positive and nonincreasing, so we
may find a positive nonincreasing continuous function v defined on [0, o)
that coincides on N with this sequence. Hence, the integral I, on which
relies Theorem 10.2 satisfies

Id’¢:/() dq>Z >2_d2r

It follows that for any « in (0, 1)d the set QF , defined by (10.6) has full
Lebesgue measure in R?. As a result, £%-almost every = € R? satisfies

[z — (pn + @)]oo < nYP(n) =1y

with some integer point p,, for infinitely many integers n > 1. For conve-
nience, we work with the supremum norm; this does not alter the notion
of eutaxy, see Section 8.1. Letting h = (1/2,...,1/2), we have

1
[[nz] —pnloo < [nT—(Pr+a)|cot{nz} —hloot|a—h|e < rn+§+]a—hloo.

The right-hand side is smaller than one for n sufficiently large, because
(rn)n>1 converges to zero. The point p,, is then necessarily |nz|. We de-
duce that for all o € (0,1)% and for £%-almost all z € R?, the inequality

o — {nz}e < 1p
holds for infinitely many n > 1. This holds a fortiorifor £%-almost every a.

To conclude, we exchange the order of o and x with Tonelli’s theorem. [

We may now apply Theorem 8.6 to the example supplied by Theo-
rem 11.1. Here, the formula (8.12) for the sets F}; becomes

Fy(z) = {y € R? ’ ly — {nz}| <7l forim.n > 1},

where x is chosen according to the Lebesgue measure. Due to the afore-
mentioned results, we then know that for any (r,)p,>1 in P4 such that
S, 78 < oo for all s > d, and for Lebesgue-almost every = € R, we have

dimp(Fy(z) N U) = % and  Fy(x) € GYYU) (11.1)

for any ¢ > 1 and any nonempty open set U C (0, 1)%. In metric Diophan-
tine approximation, it is customary to recast such a result with the help
of the distance to the nearest integer point defined for every z in R¢ by

z|| = inf |z — . 11.2
[E| pezd! Ploo (11.2)
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This amounts to considering, instead of Fy(z), the companion set
F/(z) = {y € R? ‘ |y — nz| <t forim.n > 1}.
We may now easily deduce the next result from (11.1).

Corollary 11.2. Let (r,)n>1 be a sequence in Py such that ", rs is finite
for all s > d. Then, for Lebesque-almost every z € R* and for any t > 1,
d
dimyg F/(x) = T
Proof. For all x € R? and ¢ > 1, the set F}(x) contains the set Fy(x) N

(0,1)4, so the lower bound on the dimension follows from (11.1). For the
upper bound, it suffices to combine Lemma 3.17 with the fact that

F(z)n[o,1)? Climsup | J  Boo({na} +p,rh)
n—oo
p€{717071}d
and that F}(x) is invariant under the translations by vectors in Z. ]
An emblematic particular case is obtained by letting the sequence of
approximating radii be given by r, = n~Y/?. This sequence satisfies the

assumptions of Corollary 11.2 and, up to a simple change of parameter,
we deduce that for Lebesgue-almost every € R? and for every o > 1/d,

dimpg {y e R?

1 1
lly — nx| < e for im. n > 1} == (11.3)

In the one-dimensional setting, this result is well known, and even holds
when z is an arbitrary irrational real number, see [15].

11.1.2. Other sequences

Theorem 11.1 may be extended to the case in which the underlying se-
quence is driven by a nonconstant polynomial with integer coefficients. In
fact, Schmidt [53] established the following result.

Theorem 11.3. Let P be a nonconstant polynomial with coefficients in
Z and let (rp)n>1 be in Pg. Then, for Lebesque-almost every x € R?, the
sequence ({P(n)x})n>1 is eutaxic in (0,1)% with respect to (1y)n>1-

Subsequently, Philipp [50] showed that, in dimension one, the above
property still holds when the polynomial is replaced by the exponential
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function to a given integer base b > 2; this is related with the base b
expansion of real numbers.

Theorem 11.4. Let us consider an integer b > 2 and a sequence (ry)n>1
in Pgq. Then, for Lebesque-almost every x € R, the sequence ({b"x}),>1 s
eutazic in (0,1) with respect to (ry)n>1-

Philipp showed that this property also holds for x in a Lebesgue full
subset of the interval [0,1) when the multiplication by o™ is replaced by
the n-th iterate of either of the following mappings: the Gauss map = —
{1/z} for continued fractions; the #-adic expansion map z — {6z}, where
0 > 1. We refer to [50] for precise statements. In all those cases, we
may reproduce the approach developed in Section 11.1.1 so as to obtain
dimensional results analogous to Corollary 11.2.

11.2. Uniform eutaxy

This section is the counterpart of the previous one when the eutaxy prop-
erty is supposed to be uniform in the sense of Section 8.2. In that spirit,
as regards linear sequences, the analog of Theorem 11.1 is a strong re-
sult due to Kurzweil; this is the main result that we establish below, see
Theorem 11.10. Of course, uniform eutaxy being more restrictive than se-
quencewise eutaxy, the resulting metrical implications are much stronger.
As shown hereunder, the associated limsup sets indeed fall into the cate-
gory of fully describable sets.

11.2.1. Preliminary results

Our approach depends on uniformly distributed sequences, so we begin
by recalling some basic definitions and results on that topic. A sequence
(2n)n>1 of points in R? is uniformly distributed modulo one if for any points
(a1,...,aq) and (by,...,bg)in [0,1)% such that a; < b; foralli € {1,...,d},

d

d
lim %# {n e{l,....N} [{z,} € H[ai,bi)} = H(bl —a;).
i=1

N—o0 i1

When trying to prove uniform distribution modulo one, a convenient tool
is a criterion due to Weyl, see e.g. Theorems 1.4 and 1.19 in [20]. Applying
this criterion to linear sequences, one obtains the following statement.
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Theorem 11.5. Let us consider a point x = (x1,...,x4) in RL. Then,
the sequence (nx)p>1 is uniformly distributed modulo one if and only if
the real numbers 1,x1,...,xq are linearly independent over Q.

If a sequence (zp)p>1 is uniformly distributed modulo one, then the
sequence ({,})n>1 is clearly dense in [0, 1)¢. Therefore, the above theo-
rem enables us to recover a classical result due to Kronecker concerning
the density of the sequence ({nz})p>1. Theorem 11.5 is thus a measure
theoretic analog of the next result.

Theorem 11.6 (Kronecker). Let us consider a point x = (x1,...,xq) in
RY. Then, the sequence ({nx})n>1 is dense in the unit cube [0,1)% if and
only if the real numbers 1,x1,...,xq are linearly independent over Q.

The badly approximable points will play a particularly important role in
our study, so it is worth pointing out now a simple connection with linear
independence over the rationals. In accordance with Section 2.2 where it
is defined, the set of badly approximable points is still denoted by Badg.

Lemma 11.7. Let us consider a point x = (x1,...,x4) in Bady. Then,
the real numbers 1,x1,...,xq are linearly independent over Q.

Combining this result with Theorems 11.5 and 11.6, we directly deduce
that when z is a badly approximable point, the sequence (nz),>1 is uni-
formly distributed modulo one, and the sequence ({nz}),>1 is dense in
the unit cube [0, 1)%. We shall establish hereafter that the latter sequence
is in fact uniformly eutaxic in the open cube (0,1)¢: this is Kurzweil’s
theorem, namely, Theorem 11.10.

The proof of Lemma 11.7 makes use of several notations. The distance
to the nearest integer point given by (11.2) enables us to define

— Tipninf 1/d
w(x) = liminf ¢ gz (11.4)
for every x in R?. If the point x has rational coordinates, then x(z) clearly
vanishes. Otherwise, we may use the corollary to Dirichlet’s theorem, that

is, Corollary 2.2 to prove that x(x) is bounded above by one. Finally, the
exponent k characterizes the badly approximable points, namely,

x € Badg = k(z) > 0. (11.5)

Now that these notations are set, we may detail the proof of the lemma.

110



DESCRIBABILITY VIA UBIQUITY AND EUTAXY

Proof of Lemma 11.7. We argue by contradiction. Let us assume the exis-
tence of integers 7, s, . .., Sq that do not vanish simultaneously and satisfy

$11 + ...+ 8qgxrg = 1.

Up to rearranging the coordinates of x and multiplying the above equation

by —1, we assume that s; > 1. Now, given ¢ in N and p = (p1,...,pi-1)

in Z4!, we define ¢’ = s4q, as well as p, = sqp; for i € {1,...,d — 1} and
pfj =7rq—51P1 — ... =~ Sd—1Pd—1-

If the index i is different from d, it is clear that ¢'z; — p) is equal to
sq4(qx; — p;). Moreover, concerning the d-th coordinate, we have

drg—py=s1(pr—qr1)+ ... +5¢-1(pa_1 — qra_1).

Letting | - |1 stand as usual for the taxicab norm and letting s denote the
d-tuple (s1,...,8q), we infer that

max |q/iﬁi —p§|oo < sl . maXx lqi — Diloo-

i€l d} ie{1,.d—1}
Taking the infimum over all (d — 1)-tuples p, we deduce that ||sqzqz| is
bounded above by |s|; times ||g(z1, ..., x4-1)]||, from which it follows that
1/d
\3\130/

(sa)'/* saael| < ety (/7 Naten, o zan)l)

Since k(x1,...,x4-1) is bounded above by one, there is an infinite set of
integers ¢ on which the term in parentheses in the above right-hand side
is bounded. As this term is divided by q'/(dd=1)) the latter upper bound
implies that x(z) = 0, thereby contradicting the fact that x € Bady. O

We now establish two preliminary results on fractional parts of the form
{anz}, where a, is the general term of an increasing sequence of positive
integers. In the linear case, these results will straightforwardly lead to
Kurzweil’s theorem. Such a sequence (ay)n>1 being given, we define its
lower asymptotic density by

1
= liminf — > <
((an)nz1) = liminf wgt{n > 1 a, < N}.

Moreover, we shall also use the exponent x defined by (11.4), and thus
work with the supremum norm, which does not alter uniform eutaxy, as
mentioned in Section 8.2. We have the following result due to Reversat [51].
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Proposition 11.8. Let us consider an increasing sequence (an)n>1 Of
positive integers with positive lower asymptotic density, and a point x =
(x1,...,24) in R? such that the real numbers 1,z1,...,xq are linearly
independent over Q. Then, for any nonempty dyadic subcube \ of [0,1),

d/(d+1)
imint 24 M(({one)) i) < 4507 (5 )T

J—00 an)nZl)
where the collection in the left-hand side is defined as in (8.2).

Proof. 1f ¢ is positive and smaller than ¢((an)n>1), we have a,, < n/d for
any sufficiently large integer n. Moreover, given k > k(x), we know that
there exists an infinite set @ C N such that ||gz|| < x/¢"/? for all ¢ € Q.
We now fix a nonempty dyadic cube A\ contained in [0, 1), an integer
q € Q and an integer j > 0 satisfying

cH/(d+1) 9d(N+7) < ¢ < A/ (d+1) gd((N)+i+1) (11.6)

where ¢ is a positive parameter that will be tuned up later.

Let us consider an integer m < 24N+7) such that {a,z} € . We de-
compose the integer a,, in the form hg+r with h € Ng and r € {1,...,q}.
If ¢ is sufficiently large, j is large as well and we may assume that

2d((N)+) Lk
hq < am < agaqny+i) < —5 and 271> 5
As a consequence,
h Kk , B
Ire — amz|| = |hgz]| < hllgz]| < ﬁ—qu/d < =27 () < =@,

Letting yy be the center of the cube ), we deduce that for some p € Z¢,

{re} = p = yaloo < {1z} — {am@} = ploo + [{ama} — yaloo < 27N,

We conclude that {rz} belongs to U()), the set of points g in [0,1)? that
are within distance 2=V from yy +Z®. Therefore, the integer r is positive,
bounded above by ¢#/(4+1) 2d(N+i+1) “and verifies {rz} € U()); we define
R(\,j) as the set of all integers that satisfy these three properties.
Furthermore, let A’ be the dyadic subcube of A with generation (\) + j
that contains the point {a,,z}. We consider another integer m’ < 2¢((\+7)
such that a,, is of the form h'q + r for some integer i’ > 0. We have
max n
o = apsal] = |~ W)az] < 1= 1] o] < 200D
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and the right-hand side is bounded above by & 2~((N+7) /(§¢). Thus, letting
yy be the center of ), we observe that there is a p € Z¢ such that

Ham e} =p = ynloo < Hamz} = {ama} = ploo + [{ama} = ynloo

£ g0
= (50 + 2) 2 -/

This means that {a,,x} belongs to a closed ball centered at p + yy with
radius p. Note that the number of dyadic cubes with generation (\) + j
that are required to cover this ball is bounded above by ((2p)2M*7 4 2)¢.
In addition, it is easily seen that there are at most 5¢ possible values for
p, because the points {a,z} and yy both belong to the unit cube. We
conclude that the number of dyadic subcubes of A with generation (\) + j
that may contain {a,,z} is bounded above by

d
5%((2p)2NF3 4 2)d = 107 (3 + ”) .
2 dc

The upshot is that for every choice of r, the above value gives an upper
bound on the number of dyadic subcubes of A with generation () + j that
contain at least one point of the form {a,,z}, where m < 24N+3) and
am = hq + r for some nonnegative integer h. Recalling that r necessarily
belongs to the set R(\, j) when such an integer a,, exists, we deduce that

d
MO <100 (5 + 5 ) #ROG),

This inequality is valid for infinitely many values of j, namely, for every
integer j satisfying (11.6) for some ¢ € Q. It follows that

. 3 d 4
lim inf 2-9#M(), j) < 10 < + “) limsup2 Y#R(N,j).  (11.7)
Given that the real numbers 1,z1, ..., x4 are linearly independent over

Q, we may conclude with the help of Theorem 11.5. Accordingly, the
sequence (rz),>1 is uniformly distributed modulo one, so that

#R(N,j) ~ [V @D 2N | ed( () as - oo
One easily checks that the set U () has Lebesgue measure at most 642~ 4,
Hence, the limsup in (11.7) is bounded above by 12¢¢%/(@+1) We get

. d
lim inf 2~ HM(), j) < 120%4/ (@D @ n '”v) '

Jj—o0 oc
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We conclude by choosing ¢ = 2k/d, and then by letting § and k go to
d((an)n>1) and k(z), respectively. O

The next result is a converse to Proposition 11.8. While the latter result
involves the exponent  defined by (11.4), we consider here

1/d ‘

Ka(T) = 321{1‘1 lgz||

for x € R Clearly, r.(x) is bounded above by r(x). Moreover, similarly
to (11.5), we have

x € Bady = ky(z) > 0. (11.8)
In connection with distributions modulo one, the statement below also
calls upon the limiting ratios defined by
1
p((zn)n>1;A) =liminf —#{n e {1,...,N}|{z,} € \} (11.9)
N—ooo N

when (z,,)n>1 is a sequence in R? and A C [0,1)? is a nonempty dyadic
cube. Each of these limiting ratios is equal to £4(\) when (z,,)n>1 is
uniformly distributed modulo one. The next result is due to Reversat [51].

Proposition 11.9. Let (an)n>1 be an increasing sequence of positive in-
tegers and let x be in R, Then, for any nonempty dyadic cube A C [0,1),

ki (2)%5((a

Lo pl(enezii)
Proof. We may obviously assume that . (z) and ((a,)n>1) are both pos-
itive. If K is a positive real number smaller than k.(z), it is clear that
lgz| > k/q'/® for all integers ¢ > 1. Furthermore, if § denotes a pos-
itive real number smaller than d((an)n>1), we know that the inequality
a, < n/d holds for n large enough. We now consider a nonempty dyadic
subcube A of [0,1)?, an integer j > 0, and a dyadic cube X in the collection
M(], 7). In particular, the cube A contains a point of the form {a,,z} for
some integer m < 2¢(N+9)If m’ denotes another integer bounded above
by 24N+ and for which {a,,z} belongs to A as well, then

K Kk ol/d
am — a1 = 20055

hm inf Qidj#M(({anx})n>l; )‘7 .]) =
j—o0 o

Hamz} = {am oo > [(am — am)z|| >

The last bound holds for j sufficiently large, because the positive integers
am and a,, are then both bounded above by 2¢({(})+7) /9. We may naturally
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decompose the cube X as the disjoint union of [1/(x6'/%)]? half-open
subcubes with sidelength equal to 2~ (V49 /[1/(k §1/4)]. Moreover, if we
consider any of these subcubes, the above inequalities imply that at most
one integer m < 24(N+9) can be such that the point {a,,z} lies in the
cube. So, there can be no more than [1/(x §'/%)]¢ integers m < 22N +7)
for which {am,z} is in N. As a consequence,

d
el < 209 faa) € 2) < [ | 009,

from which we readily deduce that

d
—dj . K0 —d((\)+j d((\)+j
27YH#M(N, j) > mQ () ])#{m <2 (X)+3) | {amz} € A}
The result follows in a straightforward manner by letting j tend to infinity,
and then by letting x and 6 go to k«(z) and d((an)n>1), respectively. O

11.2.2. Linear sequences: Kurzweil’s theorem

Regarding the uniform eutaxy of ({nz}),>1, the main result is Theo-
rem 11.10 below, which was first obtained by Kurzweil [43] and recovered
later by Lesca [44]. In order to let the reader compare the next result
with Theorem 11.1, it is worth mentioning some metric properties of the
set Bady of badly approximable points defined in Section 2.2. Specifically,
Proposition 2.4 therein shows that Bad; has Lebesgue measure zero, and
Schmidt [54] proved that this set has Hausdorff dimension d.

Theorem 11.10 (Kurzweil). For any z in R?, the sequence ({nx}),>1 is
uniformly eutazic in (0,1)% if and only if x is badly approxzimable.

Proof. The idea is to apply Propositions 11.8 and 11.9 to the sequence
(n)p>1, which is increasing and has lower asymptotic density equal to
one. Let us first assume that the point x is not badly approximable, and
let x1,..., x4 denote its coordinates. If the real numbers 1, z1,..., x4 are
linearly dependent over the rationals, it follows from Kronecker’s theorem,
namely, Theorem 11.6 that ({nz}),>1 is not dense in [0, 1)¢. This sequence
is thus clearly not eutaxic in (0,1)?. Now, if the above real numbers are
linearly independent over Q, we may apply Proposition 11.8, thereby in-
ferring that for any = € R% and any nonempty dyadic cube A C [0,1)4,

liminf 2" Y#M(({nz})ns1: A, j) < 480d,£(x)d/(d+1)‘
j—00 =
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Since z is not badly approximable, the exponent x(z) vanishes by virtue
of (11.5). The left-hand side above thus vanishes as well, and Theorem 8.5
ensures that the sequence ({nx}),>1 is not uniformly eutaxic in (0, 1)%.

Conversely, let us assume that z is badly approximable. Lemma 11.7
ensures that the real numbers 1, x1, ..., x4 are linearly independent over Q.
We then deduce from Theorem 11.5 that the sequence (nx),>1 is uniformly
distributed modulo one, so that for any nonempty dyadic subcube A of
[0, 1)%, the limiting ratio p((nz),>1; \) defined by (11.9) is equal to L4(\).
Applying Proposition 11.9, we thus infer that

liminf 2~V #M(({nz})ns1: A, J) > 27 %, (2)%
J—00 =

Finally, in view of (11.8), we have k.(x) > 0, and we conclude with the
help of Theorem 8.3 that ({nx}),>1 is uniformly eutaxic in (0, 1)%. O

In the vein of Corollary 11.2 and the discussion that precedes its state-
ment, an interesting application is the study of the Diophantine approx-
imation properties of the sequence ({nz}),>1 when x is a badly approx-
imable point. That sequence being uniformly eutaxic, we end up with
much stronger results, specifically, a complete description of the size and
large intersection properties of the set

Fi(2) = {y e R ||y — {nz}| <7, forim. n>1}, (11.10)

where r = (r,,)n>1 IS @ nonincreasing sequence of positive reals. In fact,
this set is of the form (8.13), so Theorems 8.7 and 11.10 entail the next
statement. Here, n, denotes as above the measure characterized by (8.14).

Theorem 11.11. For any x € Bady and for any nonincreasing sequence
r = (rp)n>1 of positive real numbers, the following properties hold:

(1) if 2, re diverges, then Fy(x) has full Lebesgue measure in (0,1)%;
(2) if 32, e converges, then Fy(x) is ny-describable in (0,1)%.

We may recast this result using the distance to the nearest integer point
defined by (11.2), thus considering instead of F;(x) the companion set

Fl(z) = {y € ]Rd’ ly —nz|| <r, forim.n > 1}.

The resulting statement bearing on this set is the following one. The de-
scribability property is now valid on the whole space R¢ instead of the
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mere open unit cube (0,1)?; this is because the companion set F/(x) may
basically be seen as the initial set Fy(x), along with its images under all
translations by vectors in Z¢.

Corollary 11.12. For any x € Bady and for any nonincreasing sequence
r = (rp)n>1 of positive real numbers, the following properties hold:

(1) if 32, re diverges, then F!(x) has full Lebesque measure in R ;
(2) if 3, 7% converges, then F!(z) is ny-describable in RZ.

Proof. The divergence case results from Theorem 11.11 and the obser-
vation that F/(z) contains the images of Fy(z) under all translations by
vectors in Z%, along with the subadditivity of Lebesgue measure and its
translation invariance.

Placing ourselves in the convergence case, let us consider a gauge func-
tion ¢ in B(n;), a d-normalized gauge function h satisfying h < g4, and a
nonempty dyadic cube A in the collection Aj introduced in Section 6.3.1.
We also assume that A has diameter at most that of the unit cube [0, 1),
which is equal to one because we work with the supremum norm when
considering the distance to the nearest integer point. Thus, A is included
in the dyadic cube k + [0, 1)¢ for some k € Z9. Given that F/(x) contains
the image of Fy(z) under the translation by vector k and that (5.3) re-
mains valid for such translations, along with the net measures associated
with general gauge functions, we get

M (F(2)0N) > M (k+(Fo(z)N(=k+X))) > 37IME(Fo(z)N(=k+N)).

In addition, the interior of —k + A is contained in the open unit cube
(0,1)4, and Theorem 11.11 implies that F,(x) satisfies a large intersection
property with respect to g in the latter open cube. Hence,

M (Fo(z) Nint(—k 4+ X)) = M (int(—k + X)) = M2 (),

where the last equality is due to (6.5). We deduce that F/(x) belongs to
G9(R%) by making use of Lemmas 10 and 12 in [22], namely, the natural
extension of Lemmas 5.10 and 5.11 to general gauge functions. Therefore,

m(E/(z),RY) 2 &(n,).
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Conversely, we recall from the proof of Corollary 11.2 that the set F/(x)
is invariant under the translations by vectors in Z%, and that

Fl!(z)Nn|o, 1)d C lim sup U Boo({nz} 4+ p,7rn).
n—oo
pe{-1,0,1}4
We deduce from Lemma 3.17 and Proposition 3.11 that F!(z) has g-
measure zero for any gauge function g such that Y, gq(r,) < co. So,

M(F(x), RY) 2 &(n,)".
To conclude, it suffices to apply Proposition 7.11. ([l

A simple example is obtained by assuming that the sequence r is defined
by r, =n~% for all n > 1, and for a fixed o > 1/d. Indeed, one then easily
checks that &(n,) = &(n; ,), where n, /, is defined as in (7.6). If z € Bady,
we deduce from Corollary 11.12 that the set of all 4 € R? such that

1
ly — nz|| < — forim.n>1
nO'

is ny /,-describable in R, thereby getting a major improvement on (11.3).

Similarly to the end of Section 10.2, a typical application consists in
considering the intersection of countably many sets of the form F/(z).
Specifically, for each integer n > 1, let us consider a badly approximable
point z,, and a nonincreasing sequence r,, = (Tn,m)mzl of positive real
numbers such that ) rflhm converges. Using Corollary 11.12 together
with Propositions 7.3 and 7.4, we infer that (10.7) still holds when the
sets Qg7 and &(ngy, ) are replaced by the sets Fy (z,) and &(n,,), re-
spectively. The intersection of the sets F} (x,) is thus fully describable in
R?. By way of illustration, if we assume that Tnym =m " for all m > 1
and some o, > 1/d, then each set F] (z,) is ny/,, -describable in R<,
According to Proposition 7.20, we conclude that the intersection of these
sets is either ny/, -describable or (1/0.)-describable, depending respec-
tively on whether or not the supremum, denoted by o, of all parameters
o, is attained.

11.2.3. Sequences with very fast growth

The uniform analogs of Theorems 11.3 and 11.4 need not be valid, because
the Lebesgue null set of points x on which each of these results may fail
depends on the choice of the sequence (r,)n>1, and there are of course
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uncountably many sequences in Pg4. In that direction, we have however
the following one-dimensional statement, established by Reversat [51].

Theorem 11.13. Let (an)n>1 be a sequence of positive real numbers such
that the series Y., an/ant1 converges. Then, for Lebesque-almost every
real number xz, the sequence ({anx})n>1 is uniformly eutaxic in (0,1).

We omit the proof from these notes. However, it is fairly parallel to
that of Theorem 13.1 below, so the reader may refer to the proof of the
latter result to get a glimpse of that of Theorem 11.13. The fundamental
reason behind this similarity is that when )", a,/an4+1 converges and z is
chosen according to Lebesgue measure, the real numbers a, tend so fast
to infinity that the fractional parts {a,x} behave fairly like independent
and uniform random variables on (0, 1), which is precisely the situation
addressed by Theorem 13.1.

Note that Theorem 11.13 does not apply to the case where a, = b",
which corresponds to the b-adic expansion of real numbers, simply be-
cause the corresponding series Y, a,/an+1 does not converge. In fact, the
hypothesis of Theorem 11.13 is satisfied if the sequence (ap)n>1 grows
superexponentially fast, such as for instance when a, = n(1*)" for some
e > 0, or when a,, = b for some b > 1.

Furthermore, we deduce from Theorem 11.13 metrical results similar to
those obtained in Section 11.2.2. Let us fix a sequence (a,)n>1 of positive
real numbers such that the series Y, a,/an+1 converges and a nonincreas-
ing sequence r = (7,),>1 of positive real numbers. The set given by (11.10)
is now replaced by

F(z)={yeR||ly—{anz}| <r, forim.n>1}.

Applying Theorems 8.7 and 11.13, and letting n, still denote the measure
characterized by (8.14), we reach the following analog of Theorem 11.11.

Theorem 11.14. Let (an)n>1 be a sequence of positive reals such that
> n Gn/ant1 converges. Then, for Lebesgue-almost every x € R and for
every nonincreasing sequence r = (rp)n>1 of positive real numbers, the
following properties hold:

(1) if 3, rn diverges, then Fy(z) has full Lebesgue measure in (0,1) ;
(2) if 3=, rn converges, then Fy(x) is np.-describable in (0,1).
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We now rephrase this result by means of the distance to the nearest
integer point defined by (11.2), thereby dealing with the companion set

Fl(z)={y eR||ly — apz| <7, forim.n >1}.
The corresponding statement is the next counterpart of Corollary 11.12.

Corollary 11.15. Let (ap)n>1 be a sequence of positive reals such that
> n/ant1 converges. Then, for Lebesgue-almost every x € R and for
every nonincreasing sequence r = (rp)n>1 of positive real numbers, the
following properties hold:

(1) if >, rn diverges, then Fl(x) has full Lebesque measure in R ;
(2) if >, rn converges, then F)(x) is n.-describable in R.

The above corollary may be deduced from Theorem 11.14 by simply
adapting the arguments employed to deduce Corollary 11.12 from Theo-
rem 11.11. We leave the proof to the reader. Moreover, in the particular
case where r, = n~7 for all n > 1 and some fixed o > 1, we deduce
from Corollary 11.15 that for Lebesgue-almost every real number x and
for every o > 1, the set of all points y € R such that

1
ly —anz|| < — forim.n>1
nO'

is ny/,-describable in R. In view of Corollary 7.15, we thus have a set
with large intersection with Hausdorff dimension equal to 1/0. Besides,
we could as well consider countable intersections of such sets, similarly
to the end of Section 11.2.2. Let us finally mention that a challenging
problem is to understand how the Hausdorff dimension of sets of the form
F](z) behaves when one considers their intersection with a given compact
set. We do not address this problem here, and we refer to [12] for precise
statements and motivations.

12. Approximation by algebraic numbers

We now turn our attention to the examples supplied by the real algebraic
numbers and the real algebraic integers. Our treatment will be somewhat
brief, as for instance we shall not detail all the proofs; for further details, we
refer to the seminal paper by Baker and Schmidt [1], subsequent important
works by Beresnevich [5] and Bugeaud [13], and the references therein. We
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shall show that the algebraic numbers and integers lead to optimal regular
systems, and we shall state the metrical results obtained from subsequently
applying Theorem 9.5.

12.1. Associated optimal regular system

The collection of all real algebraic numbers is denoted by A. The naive
height of a number a in A, denoted by H(a), is the maximum of the
absolute values of the coefficients of its minimal defining polynomial over
Z. Moreover, the set of all real algebraic numbers with degree at most n
is denoted by A,,. Baker and Schmidt [1] proved that the set A,,, endowed
with the height function

H( a)n+1
(max{1, log H(a)})>""
forms a regular system. The trouble is that, due to the logarithmic term,

this height function does not lead to the best possible metrical statements.
However, Beresnevich proved that the height function

H<a)n+1
(1 + |a|)n(n+1)’

where there is no logarithmic term, is actually convenient. We shall there-
fore privilege the following statement when deriving metrical results.

a —

Hy,(a) =

Theorem 12.1 (Beresnevich). For any integer n > 1, the pair (A,, Hy)
is an optimal regular system in R.

It is elementary to check that (A,, H,) is an optimal system. Estab-
lishing the regularity is much more difficult and relies on a fine knowledge
of the distribution of real algebraic numbers; we refer to [5] for a detailed
proof. Note that A; obviously coincides with the set Q of rational num-
bers. Moreover, writing an element a in A; in the form p/q for two coprime
integers p and ¢, the latter being positive, we have

( ) H(CL)2 max{|p\, Q}2 (max{]-? |a‘}>2 2
a) = = = ,
YT a)? T (At fa])? L+ a]

so that Hip(a) is between ¢?/4 and ¢*. Hence, the height of a, viewed as

an algebraic number with degree one, is comparable with its height when
regarded as a rational number, see (10.1) in the homogeneous case.
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12.2. General metrical implications

Our purpose is to describe the size and large intersection properties of
A, ={z eR||z—a|l <¢(H(a)) forim.aecA,}, (12.1)

where 1 denotes a positive nonincreasing continuous function defined on
[0,00). Our approach is parallel to that leading to Theorem 10.2. As a
matter of fact, we shall show that 2, ,, is well approximated by sets of the
form (9.3) when the underlying system is (A, H,). That system being
optimal and regular due to Theorem 12.1, we shall therefore be able to
apply Theorem 9.5 to reach our goal. An integral and a measure that
are close to (9.4) and (9.5), respectively, will naturally come into play,
specifically, the integral

Lo = [ = hap(h) dh

and the Borel measure n,,, on (0, 1] characterized by the condition that
for any nonnegative measurable function f with support in (0, 1],

/(071] f(T) nmw(dr) = /0 hnf(¢<h)) dh.

We are now in position to state and establish our main result.

Theorem 12.2. Let n be a positive integer and let ¢ denote a positive
nonincreasing continuous function defined on [0,00). Then, the following
properties hold:

o if I, diverges, then 2, 4, has full Lebesgue measure in R ;
o if I, converges, then 2, is n, y-describable in R.

Proof. We begin by proving that 2, , may be approximated by sets of
the form (9.3) when the system is (A, Hy,). For any k£ > 1, let ¢}, be the
function defined for all 7 > 0 by @ (n) = (kn/ 1), We have

oo
() 4 Fp, €Uy € Fy,. (12.2)
k=1

Indeed, let x be in the left-hand side and k > (1 + |z| + ¢(0))™. Since
x € F,,, there are infinitely many a € A,, with

@ —al < @r(Hn(a)) = 9 (k Ha(a)/ V).
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However, the function ) is nonincreasing and the integer k is bounded
below by (1 + |z| + ¥(0))", and thus by (1 + |a|)". Hence, we have

& —a] < ¢((1+|a])" Ha(a)/ ") = y(H(a))

for infinitely many a € A, so that x € 2, ;. Now, in that case, since the
inequality |z — a| < ¢/(H(a)) holds for infinitely many a € A, we get

o — a| < 9(H(a)) = (1 +|a])" Ha(a)/ D) < p1(Ha(a)),

again because 1) is nonincreasing, and = belongs to F,,.

Let us deal with the divergence case. Thanks to (12.2), it suffices to
prove that all the sets F,, have full Lebesgue measure in R. However, by
a simple change of variable, the divergence of I,, ,, implies that of all the
integrals I, defined as in (9.4). We conclude using Theorems 9.5 and 12.1.

Turning our attention to the convergence case, we first combine (12.2)
with Propositions 7.3 and 7.4 in order to write that the majorizing and
minorizing collections defined in Section 7.1 satisfy here

o0
M(2A,, ., R) D M(Fy,,R) and m(2, ,R) D ﬂ m(F,, ,R).
k=1
Again, a change of variable shows that the convergence of I, , implies
that of all the integrals I, . Likewise, ®(n,, ) coincides with all the sets
&(ny, ), for n,, characterized as in (9.5). Applying Theorem 9.5, we deduce
that all the sets I, are n, y-describable in R. As a consequence,

M, R) 2 B, )¢  and  m(Any, R) 2 B(nyy),
and we conclude thanks to Proposition 7.11 and Lemma 7.17(2). O

Let us give some consequences of Theorem 12.2. First, 2, , has full
Lebesgue measure in R if I, ;, diverges, and Lebesgue measure zero if it
converges. Hence, for any nonempty open set V C R,

LY V) if 3, h™p(h) = oo
0 if 3, hp(h) < oco.

In fact, the monotonicity of ) shows that the convergence of I, ,, amounts
to that of the above series. We thus recover a result due to Beresnevich [5].

Combined with Theorem 7.14, the previous result yields a complete de-
scription of the size and large intersection properties of 2, ,,. We assume
that 2, ,, has Lebesgue measure zero, because these properties are trivial

cl (Q[n,w nv) = {
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otherwise, see the opening discussion in Section 7. In particular, we re-
cover a characterization of the Hausdorff measures of %, ;, obtained inde-
pendently by Beresnevich, Dickinson and Velani [7], and by Bugeaud [14].
Specifically, for any gauge function g and any nonempty open set V C R,

oo if 32, h"g1(¢(h)) = o0

0 if X225 h"g1(¥(h)) < oo

We also used here the fact that g € &(n, ) if and only if the above
series diverges, owing to the monotonicity of 1) and that of ¢g; near zero.
Similarly, we recover the large intersection properties of 2, ,, described
in [22].

Finally, Corollary 7.15 yields a more concise dimensional statement. In
fact, still assuming that I, ,, has Lebesgue measure zero, we infer that
I, ;, converges and that the exponent associated with n,, , via (7.5) is

I (n+1)logh

Spp = limsup ———————,

Y h—oo — log ¢(h)

so we eventually conclude that for any nonempty open set V' C R,

HI (Q[n,w N V) = {

(12.3)

dimH(lew N V) = Spa
dimp (an:¢ NnNV)=d
Q’ln,d) S gsn,z,/;(V)’

where the last two properties are valid under the assumption that s,, ,, > 0.

12.3. Koksma’s classification of real transcendental numbers

Let us now concentrate on the case in which the function @ is of the
form h + h=“~! on the interval [1,00), for some real number w > —1. In
order to stress on the role of w and ensure some coherence with Koksma’s
notations, the set 2, is denoted by K, , in what follows, namely,

Ky, = {w eR ‘ |z —a| < H(a)™@™ ! forim. ac An} )

Furthermore, to complete the definition of ¥, we suppose that it is constant
equal to one on the interval [0,1]. It is clear that I, , converges if and
only if w > n and, in that situation, the sets &(n, ) and &(n(,41)/(w+1))
coincide, where the measure n(,1)/(,+1) is again defined as in (7.6). We
then readily deduce the next statement from Theorem 12.2.
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Corollary 12.3. For any integer n > 1 and any real parameter w > —1,
the following properties hold:

(1) if w < n, then Ky, ,, has full Lebesgue measure in R ;
(2) if w >mn, then K, , is 0(y1)/(w+1)-describable in R.

We use this result to comment on a classification of real transcendental
numbers due to Koksma [42]. First, it is clear that the mapping w — K, ,
is nonincreasing; for every real number x, we thus naturally introduce

wp(r) =sup{w > ~1|z € K, ,}.

n

Note that when n = 1 and x is irrational, one essentially recovers the
irrationality exponent defined by (2.4). Indeed, as observed in Section 12.1,
the set Aj coincides with QQ, and writing an element a € A; in the form
p/q for two coprime integers p and ¢, the latter being positive, we have
H(a) = max{|p|, q}. It is then easy to check that for all w > 0,

Kiw g Jl,w—l—l \ @ g m \L Kiwfg7
e>0

and therefore that for any irrational number z,
wi(z) =7(z) — 1.

Koksma introduced a classification of the real transcendental numbers
x which is based on the way the exponents w(z) evolve as n grows.
This amounts to studying how the quality with which a real number z is
approximated by algebraic numbers behaves when their degree is allowed
to increase. Specifically, let us define

*
w*(z) = limsup M
n—00 n

Koksma classifies the real transcendental numbers x according to whether
or not w*(x) is finite, see [16, Section 3.3]. In the first situation, that is,
if w*(x) is finite, he calls x an S*-number. Besides, let us mention that a
result due to Wirsing [60] shows that a real number x is transcendental if
and only if w*(z) is positive, see [16].

As we now explain, Corollary 12.3 entails that Lebesgue-almost every
real number x is an S*-number satisfying w? (x) = n for every n > 1. In
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fact, for any w > 0, let f(\;’;w denote the set of all real numbers z for which
the exponent wy(x) is bounded below by (n + 1)w — 1. Observing that

To% *
Kn,w = m \l’ Kn,o./?
w'<(n+1)w—1

we deduce from Corollary 12.3 that the set f(\;fw has full Lebesgue measure
in R when w < 1, and Lebesgue measure zero otherwise.

Our aim is now to describe the size and large intersection properties
of the set ?;;w As usual, we may exclude the trivial case in which this
set has full Lebesgue measure, and therefore suppose that w > 1. Due
to the monotonicity of the mapping w’ K;;M,, we may assume in the
above intersection that w’ ranges over a sequence of real numbers strictly
between n and (n + 1)w — 1 that monotonically tends to the latter value.
In view of Corollary 12.3, we fall into the setting of Proposition 7.20 in the
case where the infimum is not attained. We end up with the next result.

Corollary 12.4. For any integer n > 1 and any real parameter w > 1,
the set K} . is (1/w)-describable in R.

n,w
In order to make the connection with Koksma’s classification, we need
to consider all the integers n simultaneously. Accordingly, let us introduce

—~ OO —~
* *
K = ﬂ Ko
n=1

When w < 1, what precedes ensures that f(\:, has full Lebesgue measure
in R, and its size and large intersection properties are trivially described.
Let us assume oppositely that w > 1. Combining Corollary 12.4 with
Propositions 7.3 and 7.4, we straightforwardly establish that

MESR) 2 6(1/w)  and  m(K}R) 2 6(1/w).
By Proposition 7.11 and Lemma 7.17(2), we get the next result.
Corollary 12.5. For any w > 1, the set K* is (1/w)-describable in R.

Again, combining this result with Theorem 7.18, we obtain a complete
description of the size and large intersection properties of K, thereby
recovering results previously established in [18, 22]. One may also use
Corollary 7.19 if oan\ dimensional results are desired. In particular, we
observe that the set K has Hausdorff dimension equal to 1/w. We thus
recover a result established by Baker and Schmidt [1].
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The connection with Koksma’s classification now consists in making the
obvious remark that for any real parameter w > 0, the set

Q) ={r eR|w'(z) >w}

contains j(\f; In particular, we recover the fact that €2 has full Lebesgue
measure in R when w < 1. As regards size and large intersection properties,
the opposite case is richer and is covered by the next result.

Theorem 12.6. For any real parameter w > 1, the set §2, of all real
numbers x such that w*(z) > w is (1/w)-describable in R.

Proof. Since (2}, D f(\j;, we deduce from Proposition 7.3 and Corollary 12.5
that .

m(Q25,R) Dm(K,R) D &(1/w).
Furthermore, let us consider a sequence (w),)m>1 of real numbers strictly
between one and w that monotonically tends to the latter value. Clearly,

o0 o0
QZ < m U KZ,(nJrl)w;nfl'

m=1n=1

By virtue of Propositions 7.3 and 7.4, and also Corollary 12.3, this gives

M, R) D U ﬂ Dﬁ(KZ,(nJrl)w;rlvR) = U ﬁ(nl/w;n)c-
m=1

m=1n=1

Indeed, each set K;;(n ), —1 is ny,, -describable in R. We finally infer

from (7.7) that the right-hand side is equal to &(1/w)C, and we conclude
thanks to Proposition 7.11 and Lemma 7.17(2). g

It is possible to formally let w — oo in Theorem 12.6. This amounts
to considering the intersection of the sets €2,, in conjunction with the

observation that the intersection of the sets &(1/w) reduces to &(0). Using
the methods developed up to now, we easily obtain the next result.

Corollary 12.7. The set Q% of all real numbers x such that w*(x) = oo
is 0-describable in R.

Referring to Koksma'’s classification, 2% consists of the transcendental
numbers x that are not S*-numbers; they are call either T™-numbers or U*-
numbers, depending respectively on whether w (x) is finite for all n > 1,
or infinite from some n onwards. Finally, Koksma’s classification is very
close to that previously introduced by Mahler [45] and for which large
intersection properties also come into play, see [16, 22] for details.

127



Arnaud DURAND

12.4. The case of algebraic integers

Bugeaud [13] obtained an analog of Theorem 12.1 for the set of real alge-
braic integers, that is, the real algebraic numbers whose minimal defining
polynomial over Z is monic. In what follows, A’ denotes the subset of A
formed by the real algebraic integers, and A/, denotes the set A’ N A, of
all real algebraic integers with degree at most n.

Theorem 12.8 (Bugeaud). For any integer n > 2, the pair (A}, H,_1)
is an optimal regular system in R.

Combining Theorem 12.8 with the methods of Section 12.2, we may
describe the elementary size and large intersection properties of the set
Ql;ub defined as that obtained when replacing A,, by A/ in (12.1), namely,

Ay ={zeR ||z —a] <¢(H(a)) forim. aecAy}.
Adapting the proof of Theorem 12.2, we may establish the next statement.

Theorem 12.9. For any integer n > 2 and any positive nonincreasing
continuous function ¢ defined on [0,00), the following properties hold:

o if Iy, diverges, then ! . has full Lebesgue measure in R ;
o if I,,_1, converges, then Ql/mp is Ny—1 g -describable in R.

Next, applying Theorem 7.14, we get a complete description of the
size and large intersection properties of 2/ - Likewise, Corollary 7.15
provides us with dimensional results on this set. For instance, when I,,_; 4
is convergent, we deduce that Ql’ is a set with large intersection with
Hausdorff dimension s,,_1 4 given by (12.3).

13. Independent and uniform coverings

We consider from now on probabilistic models where uniform eutaxy
comes into play and enables us to analyze size and large intersection prop-
erties for associated limsup sets. The simplest model consists of a sequence
(Xpn)n>1 of points that are independently and uniformly distributed in a
nonempty bounded open set U C R

Hence, the random points X,, are stochastically independent and dis-
tributed according to the normalized Lebesgue measure £¢(- NU)/LY(U).
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For any sequence (ry,)p>1 in Py and any point z in U, we have

d T, d
Bl € B, ) = S gl = S

for n sufficiently large. Hence, the Borel-Cantelli lemma ensures that the
inequality |z — X,,| < 7, holds infinitely often with probability one. By
virtue of Tonelli’s theorem, this implies that the sequence (X, )n>1 is al-
most surely eutaxic in U with respect to (ry,),>1. However, the almost
sure event on which this property holds may depend on the sequence
(rn)n>1, and we cannot yet deduce that eutaxy is uniform in the sense of
Section 8.2.

In order to show that uniform eutaxy holds, and thus establish the next
result due to Reversat [51], we need to develop more involved arguments.

Theorem 13.1. Let (X,,)n>1 be a sequence of random points distributed
independently and uniformly in a nonempty bounded open set U C R%,
Then, almost surely, (Xy)n>1 s uniformly eutazic in U.

Proof. Let us consider a dyadic cube A C U, a real number a € (0,1) and
an integer j > 0, and let us suppose that the condition

#M((XH)HZI;)\Lj) < CVde (13'1)

holds. Then, the first 24N +7) points X, are contained in either the com-
plement in R? of the cube A, or the union of [ 2% ]| subcubes of A with
generation () + j, denoted by M/, ... ’XLa 9di |- Each point X, is uniformly
distributed in U, so that
4 , , 9—d(X) g 9—d((A)+7)

P(XHG(R \)\)u)\lu...U)\LQdeJ):l—W‘FLOZ2 W
Moreover, combining the fact that the points X,, are independent with
the obvious bound 1 + z < €*, for z in R, we deduce that

l—a .
P(X1,. .., Xoa+n € (RE\NA) LN U... U Ngaii|) < €xp (- 2dﬂ) .

L4YU)
As a consequence, taking into account all the possible choices for the
subcubes A, ..., )\’La 9qj| that result from the assumption (13.1), we get

dj o
P(#M((Xn)nz1; A 5) < a2¥) < <L0422deJ> exp <_Zd(U) QdJ) '
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By virtue of Stirling’s formula, the logarithm of the binomial coefficient
above is equivalent to S(a)) 27 as j goes to infinity, where

S(a) =—aloga — (1 — a)log(l — a),
that is, the Shannon entropy of the probability vector («,1 — «). Hence,
1 ; l-«
lim sup — log P(#M(( X, N 7)< a2¥) < S(a) — .
]~>oop 2d] g (# (( ?’L)n21 .]) ) ( ) ﬁd(U)

The right-hand side vanishes for a unique value of o € (0,1), denoted
by ag. Furthermore, the right-hand side is negative when o < «y, and the
Borel-Cantelli lemma ensures that almost surely, the condition (13.1) is
satisfied for finitely many values of j only. Hence, for every dyadic cube
A C U and every a € (0,ap),

a.s. lim inf Q*dj#M((Xn)nx; A J) > a.
Jj—00 -
We may let o — ag along a countable sequence, and the limiting value ag
does not depend on the choice of A. In addition, there are countably many
dyadic cubes contained in U. The upshot is that (X,,),>1 verifies (8.10)
with probability one. Therefore, the weaker condition (8.3) is also satisfied
almost surely, and we may conclude with the help of Theorem 8.3. ([

Combining Theorems 8.7 and 13.1, we may study the size and large
intersection properties of the corresponding instance of (8.13), namely,

Fr:{:ceRd‘]:):—Xn]<rn fori.m.nZl},

where r = (7,),>1 is a nonincreasing sequence of positive reals. In fact,
letting n, be characterized by (8.14), we get the next statement.

Theorem 13.2. Let (X,,)n>1 be a sequence of random points distributed
independently and uniformly in a nonempty bounded open subset U of R%,
Then, with probability one, for any nonincreasing sequence r = (rp)p>1 of
positive real numbers, the following properties hold:

o if 3, diverges, then F; has full Lebesque measure in U ;
o if 3, 1 converges, then Fy is n.-describable in U.

As usual, in combination with Theorem 7.14, the above result yields
a complete description of the size and large intersection properties of the
random set Fy. Such a description was first obtained in [26] ; Theorem 13.2
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is however stronger than the description given in that paper in the sense
that the almost sure event on which the statement holds does not de-
pend on the sequence r. Furthermore, as far as dimensional results are
concerned, Corollary 7.15 is sufficient. By way of illustration, let us apply
this result here. We assume that 3, 7¢ < oo, because the set has trivial
dimensional properties otherwise, see the initial discussion in Section 7.
The exponent associated with n, through (7.5) is nothing but the critical
exponent s, for the convergence of }°, r;, that is characterized by (8.15).
We conclude that almost surely, for any nonempty open set V C U,

dimH(Fr N V) = S
dimp(Fr,NV)=d
Foeg=(V),

where the last two properties are valid under the additional assumption
that s, is positive. This can also be seen as a straightforward consequence
of Corollary 8.8. Finally, restricting to power functions for the radii, we
deduce that with probability one, for all ¢ > 0 and all o > 1/d,

1
|z — Xp| < < forim. n> 1} =—,
na'

dimy {l‘ S Rd
g

thus extending a result due to Fan and Wu [33], who addressed the one-
dimensional case where U is the open unit interval.

The above study is related with the famous problem regarding random
coverings of the circle raised in 1956 by Dvoretzky [28]. We now restrict our
attention to the one-dimensional case. As mentioned above, the fact that
a sequence (ry)p>1 belongs to Py implies, through a simple application
of the Borel-Cantelli lemma and Tonelli’s theorem, that with probability
one, Lebesgue-almost every point z of (0, 1) is covered by the open interval
centered at X, with radius r,, i.e. satisfies |x — X,| < 7y, for infinitely
many integers n > 1. Dvoretzky’s question can then be recast as follows:
find a necessary and sufficient condition on the sequence (ry,),>1 to ensure
that with probability one, every point of the open unit interval (0,1)
satisfies the previous property. The problem raised the interest of many
mathematicians such as Billard, Erdos, Kahane and Lévy, and was finally
solved in 1972 by Shepp [55] who discovered that the condition is

[e.e]
1
2—2 2(r1 4 ...+ 1)) = 0.
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This criterion is very subtle in the sense that constants do matter: when r,
is of the specific form ¢/n with ¢ > 0, the condition is satisfied if and only
if ¢ > 1/2. We refer to [26] and the references therein for more information.

14. Poisson coverings

Comparable results may be obtained when the approximating points and
the approximation radii are distributed according to a Poisson point mea-
sure. We begin by briefly recalling some basic facts about Poisson mea-
sures; we refer to e.g. [41, 48] for additional details. The theory may be
nicely developed for instance in locally compact topological spaces with
a countable base. If S denotes such a topological space, we call a point
measure on S any nonnegative measure w on S that may be written as a
sum of Dirac point masses, namely,

w= Z Js,, with Sp €8,
neN
and that assigns a finite mass to each compact subset of S. Note that the
above points s, need not be distinct, but the index set A is necessarily
countable. The set of all point measures may be endowed with the o-field
generated by the mappings w +— w(F'), where F' ranges over the Borel
subsets of S. Naturally, a random point measure on S is then a measurable
mapping Il defined on some abstract probability space and valued in the
measurable space of point measures. One can show that the probability
distribution of such a random point measure II is characterized by the
distributions of all the random vectors of the form (II(E;),...,II(E,)),
where the sets E1, ..., E, range over any fixed class of relatively compact
Borel subsets of .S that is closed under finite intersections and generates the
Borel o-field on S. This enables us to now introduce our main definition.

Definition 14.1. Let S be a locally compact topological space with a
countable base, and let m be a positive Radon measure thereon. There
exists a random point measure II on S such that:

e for every Borel subset E of S, the random variable II(E) is Poisson
distributed with parameter m(E);

e for all Borel subsets E1, ..., E, of S that are pairwise disjoint, the
random variables II(Ey), ..., II(E,) are independent.
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The random point measure II is called a Poisson point measure with in-
tensity m, and its law is uniquely determined by the above two properties.

Note that we adopt the usual convention that a Poisson random vari-
able with infinite parameter is almost surely equal to co. In addition to
the aforementioned characterization, the distribution of a random point
measure 11 is also determined by its Laplace functional, namely,

enlh) =B e (= [ 510

where f is any nonnegative Borel measurable function on S. Thus, II is a
Poisson point measure with intensity = if and only if for any such f,

en() =ep (- [(1- /) n(as)).

We shall restrict our attention to Poisson point measures on the interval
(0, 1], the product space (0, 1] x R, or subsets thereof. Let v be a measure
in the collection R introduced in Section 7.2.2; recall that v is then a
positive Borel measure on (0, 1] with infinite total mass and such that (7.3)
holds, namely, the proper subintervals of the form [r, 1] all have finite mass.
In addition, given a nonempty open subset U of R?, we consider on the
product space Uy = (0,1] x U a Poisson point measure, denoted by II,
with intensity v ® £4(- NU). This enables us to introduce the random set

Fl,:{yERd

/U Ly—ai<r} I(dr, dz) = oo} . (14.1)
v

This set may also be written in the form (8.13). Indeed, evaluating
the Laplace functional of II at the function constant equal to one on
Uy, and using the fact that v has infinite total mass, we infer that with
probability one, II has infinite total mass as well. Hence, it may almost
surely be written as a countably infinite sum of Dirac point masses located
at random pairs in U, denoted by (R, X, ), for n > 1. Therefore, we also
have almost surely

F,,:{yeRd‘\y—Xn|<Rn for i.m.nzl}. (14.2)
This shows in particular that F, is almost surely a Gs-subset of RY.
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Our main result is a complete description of the size and large intersec-
tion properties of F),. Recall from (7.4) that v € Ry if and only if

(v, +— rdy = / rdu(dr) < .
(0,1]
Theorem 14.2. For any v € R and a nonempty open set U C RY, the
following properties hold:

o if v & Ry, then F, almost surely has full Lebesgue measure in U ;
o if v € Ry, then F, is almost surely v-describable in U.

Before establishing Theorem 14.2, let us make some comments. The de-
scription of the size and large intersection properties of F,, follows as usual
from that result and Theorem 7.14. Also, we may restrict our attention to
the case where v € Ry, as otherwise these properties are trivial, see the
beginning of Section 7. Moreover, if one is only interested in dimensional
results, Corollary 7.15 is enough, and actually implies in that situation
that with probability one, for any nonempty open set V C U,

dimH(F,, N V) =Sy
dimP(Fy N V) =d
E, € G5 (V),

where the last two properties hold if s, is positive. Here, the exponent
s, is that associated with v through (7.5); it is also characterized by the
following condition:

s§<s, = r®v(dr) = 0o
0,1]

s>s8, = r®v(dr) < oo.
(0,1]

Besides, in the spirit of Dvoretzky’s covering problem briefly discussed
in Section 13, one may ask for a necessary and sufficient condition on
the measure v to ensure that with probability one, all the points of the
open set U are covered by the Poisson distributed balls, i.e. that the set
F, contains the whole open set U almost surely. This problem was posed
by Mandelbrot [46] and solved by Shepp [56] in dimension d = 1 when
the open set U is equal to the whole real line. We refer to [11] and the
references therein for further results in that direction.

134



DESCRIBABILITY VIA UBIQUITY AND EUTAXY

The remainder of this section is devoted to the proof of Theorem 14.2.
Since it is quite long, we split it into several parts.

14.1. Preliminary lemmas

For any nonempty bounded open set V C U, let
EY:%eRﬂ/ M%WﬂmWA@:m}. (14.3)
Vi

The proof calls upon the following connection between FV and the inter-
section with V of the initial set F,,.

Lemma 14.3. Let V' be a nonempty bounded open subset of U. Then,
the restriction II(- N'Vy) is a Poisson point measure on Vi with intensity
v ® LY NV). Moreover, with probability one,

F,NVCE/ CFENV.

Proof. The law of the restriction may easily be obtained by computing its
Laplace functional. In order to establish the inclusions, we define V; as
the set of points x in U such that d(z,V) < 1, and we observe that for
any p € (0,1], the random variable II([p, 1] x V7) is Poisson distributed
with parameter ®,(p)£%(V;). This parameter is finite by virtue of (7.3)
and the boundedness of V. Therefore, II([p, 1] x V1) is almost surely finite.
However, this random variable is a monotonic function of p. We deduce
that with probability one, all the values II([p, 1] x V1), for p € (0,1], are
finite. We assume now that the corresponding almost sure event holds.

Let us consider a point y in F;, N V. Given that the set V is open, it
contains the open ball B(y, ¢) for some § > 0. Let us consider a pair (r,x)
in Uy satisfying |y — x| < r. Then, this pair actually belongs to V; when
r < 4, and to [0, 1] x V7 otherwise. As a consequence,

0 — /U 141y—aj<r) (dr, dz) < /V 1(1y—of<ry T(dr, dz) + TI([6,1] x V2).
+ +

On the almost sure event that we considered, the second term in the right-
hand side above is finite. Hence, the first term is infinite, i.e. y is in FY.

Conversely, let us consider a point y in FY. Given that V, C Uy, the
point y is automatically in F,. In order to show that y also belongs to the
closure of V| it suffices to consider an arbitrary real number 6 > 0 and
to prove that the ball B(y, ) meets V. If (r,x) denotes a pair in V; with
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ly — x| < r, we remark that x belongs to that ball if » < §, and simply to
the set V; otherwise. Accordingly,

o0 — /V 141y —alery (dr, dz) < TI((0,1] % (B(y,6) N V) +TI([6,1] x V3).

Again, the second term in the right-hand side is finite, so the first term is
infinite, which means that the sets B(y, ) and V intersect. O

Lemma 14.3 will enable us to reduce the proof of Theorem 14.2 to the
case of bounded open sets. The advantage is that, with the help of the
next lemma, we will be able to use a convenient representation of II.

Lemma 14.4. Let us assume that the open set U is bounded. Let NY
denote a Poisson point measure on (0, 1] with intensity v¥ = LY(U) v.

(1) There exists a nonincreasing sequence (Ry)n>1 of positive random
variables that converges to zero such that with probability one,

NV =" 6g,. (14.4)
n=1

(2) Let (Xp)n>1 be a sequence of random variables independently and
uniformly distributed in U, and also independent on NY. Then,

NY =D 0o xa) (14.5)
n=1

is a Poisson point measure on Uy with intensity v @ LI(- NU).

Proof. In order to prove (1), we begin by observing that the Poisson point
measure NU must have infinite total mass with probability one, because
its intensity vV has infinite total mass too. Thus, there is a sequence
(Ry)n>1 of positive random variables such that (14.4) holds. However, the
assumption (7.3) implies that

Vo>0  E[#{n>1|R, > p}] = ENY([p,1])] = B,u(p) < oc.

Thus, (R,)n>1 converges to zero with probability one. Up to rearranging
its terms, we can assume that it is nonincreasing and still verifies (14.4).

The property (2) may be established by computing the Laplace func-
tional of the random point measure Ng. Let f denote a nonnegative Borel
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measurable function defined on U,. Then, we have

() —E [exp <_ 3 f(Rn,Xn)ﬂ -E lH (/U oI 2) Ej("’;]))] .
n=1

n=1

The right-hand side may be rewritten as the Laplace functional of the
random point measure NV evaluated at the function

dz
r— —lo / e e _——__
“Ju T
Since NV is a Poisson point measure with intensity vV, we finally deduce
that for every nonnegative Borel measurable function f on U,

from which we may determine the law of NK. O

The representation supplied by Lemma 14.4 calls upon a sequence of
independent uniform random points. In view of Theorem 13.1, it thus
establishes a link with eutaxy that we shall exploit in the proof of The-
orem 14.2. The proof will also make a crucial use of the following result
on the integrability of gauge functions with respect to Poisson random
measures.

Lemma 14.5. Let us suppose that v is in Rq and that the open set U is
bounded, and let us consider a Poisson point measure NU on the interval
(0, 1] with intensity equal to LY(U)v. Then, with probability one,

NV eR; and  &(NY)=8().

Proof. Similarly to (7.3), for any real number p € (0, 1], we define ®yuv (p)
and ®,(p) as equal to NY([p, 1]) and v([p, 1]), respectively. The proof of
the lemma relies on the observation that with probability one,

Oyu(p) ~ LUU) DL(p) as p—0, (14.6)

see [27, Lemma 5]. This shows that NU is almost surely in R.

Let us consider a gauge function g in & with d-normalization denoted
by g4 as usual. The function g4 is nondecreasing and continuous near zero,
but need not satisfy this property on the whole interval [0, 1]. However, g4
clearly coincides near zero with some function denoted by g which is both
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nondecreasing and continuous on the whole [0, 1]. Moreover, due to (7.3)
and the fact that g4 is bounded on (0, 1],

/ ga(r)v(dr) = oo = g(r)v(dr) = occ.

(0,1] (0,1]

Likewise, the above characterization is valid if v is replaced by NV, on the
almost sure event on which it belongs to R.

Now, similarly to the proof of Theorem 9.5, we introduce the Lebesgue-
Stieltjes measure associated with the monotonic function g. Specifically, let
¢ be the premeasure satisfying (((r,r']) = g(+')—g(r) when 0 < r <7/ <1,
and let (. be the outer measure defined by (3.4). Theorem 3.5 shows
that the Borel sets contained in (0,1] are (,-measurable, and we may
thus integrate locally bounded Borel-measurable functions with respect
to (. One may prove that (, coincides with the premeasure ¢ on the
intervals where it is defined, and in particular that .((0,7]) = g(r) for
any r € (0, 1]. Using Tonelli’s theorem, we deduce that

/«m glriwidr) = /(0,1] . (p) G(dp),

and that the same property holds when v is replaced by NV. Placing
ourselves on the almost sure event where (14.6) holds, we conclude that
NV belongs to Ry because v does, and that &(NY) and &(v) coincide. [

14.2. Reduction to the bounded case

We now reduce the study to the case in which the ambient open set is
bounded. The sets defined for ¢ > 1 by

Uy ={z e UNB(0,0) | d(z,R%\ (UNB(0,0))) > 1/},

form a nondecreasing sequence of bounded open sets with union U, and
they are nonempty from some ¢y onwards. We have actually U, C Upsq
for all £ > £y. Letting FV* be as in (14.3), we infer from Lemma 14.3 that

F,NU= | t(FEFNU). (14.7)
=Ly

Let us assume that Theorem 14.2 holds for bounded open sets, and let
us begin by supposing that the measure v is not in R4. Then, for any
¢ > {y, with probability one, the set FU is Lebesgue full in U,. We readily
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deduce from (14.7) and the basic properties of Lebesgue measure that F),
is almost surely Lebesgue full in U.

Let us now suppose that v is in R4. Then, for any ¢ > ¢y, with proba-
bility one, any gauge function in Qi(y)c is majorizing for FU in U,. Hence,
with probability one, any such gauge function is majorizing for F, in U ;
this is due to (14.7) and the fact that Hausdorff measures are outer mea-
sures. In other words,

as.  M(F,,U) 26wt

Furthermore, we also know that for any £ > ¢y, with probability one, any
gauge function in &(v) is minorizing for FV¢ in U,. Thus, with probability
one, for any such gauge function g, each set FV¢ with £ > £q is in GI(Up).
By Definition 6.4, for any d-normalized gauge function h < g4 and any
open set V C U, we get

ME(FYnU,nV) =M (U NV,

because UyNV is then an open subset of Uy. The sets in the right-hand side
are nondecreasing with respect to £ and their union is equal to V. Owing
to (14.7), the sets in the left-hand side satisfy the same monotonicity
property, with a union equal to F, N V. We now use the increasing sets
lemma for the outer measure M" | see [52, Theorem 52]. We get

M (F,NV) = MEL(V).
We have thus established that with probability one, for any gauge function
g in B(v), the set F, belongs to the class GI(U). As a result,

a.s. m(F,,U) D &(v).

To conclude that F), is almost surely v-describable in U, it suffices to apply
Proposition 7.11 and Lemma 7.13(2).

14.3. Proof in the bounded case

It remains us to establish Theorem 14.2 in the case where the open set
U is bounded. Let NV denote a Poisson point measure on (0,1] with
intensity £4(U)v. Lemma 14.4(1) ensures the existence of a nonincreas-
ing sequence (R;,)n>1 of positive random variables that converges to zero
such that (14.4) holds with probability one. Moreover, let (X;),>1 be a
sequence of random variables that are independently and uniformly dis-
tributed in U, and are also independent on NV Lemma 14.4(2) now implies
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that the random point measure defined on Uy by (14.5) is Poisson dis-
tributed with intensity v®£%(- NU). Hence, the random point measures II
and Ng share the same law, and we may assume that II is replaced by NZ
in the definition of the random set F,,. This enables us to write F,, in the
alternate form (14.2), where the random variables R,, and X,, are defined
as above. On top of that, Theorem 13.1 ensures that with probability one,
the sequence (X,,)p>1 is almost surely uniformly eutaxic in U.
Evaluating the Laplace functional of NV at  — r?, we obtain

3 d| = L —e Y u(dr
E [exp <—T;Rn>] —exp< L (U)/(OJ](I )v(d ))

Therefore, if v is not in R4, the integral in the right-hand side is infinite,
so that the expectation in the left-hand side vanishes. This means that
>, R4 diverges almost surely, and thus that (R,),>1 belongs to P4. By
Definition 8.2, the set F,, almost surely has full Lebesgue measure in U.
Lastly, if v is in Ry, Lemma 14.5 entails that with probability one, NV
belongs to Ry, and thus that 3, R? converges. Applying Theorem 8.7,
we then deduce that with probability one, the set F), is NV-describable in
U. However, Lemma 14.5 shows that the sets &(NY) and &(v) coincide
almost surely. It follows that F), is almost surely v-describable in U.

15. Singularity sets of Lévy processes

With that level of generality, Theorem 14.2 does not appear anywhere else
in the literature. Yet, in dimension d = 1, results of the same flavor were
obtained in [25] with a view to studying the singularity sets of Lévy pro-
cesses. Similar results are used in [27] to perform the multifractal analysis
of multivariate extensions of Lévy processes; this also corresponds to the
case where d = 1, but the approximating points are replaced by Poisson
distributed hyperplanes. Actually, [25] already gives a description of the
size and large intersection properties of the singularity sets of Lévy pro-
cesses. Using Theorem 14.2, we shall recast the results obtained therein
in terms of describability, and also drop some inessential assumptions.
We recall from [9] that any R¥-valued Lévy process may be written
as an independent sum of a Brownian motion with drift, a compound
Poisson process with jumps of size larger than one, and a third process
that we now define; this is the Lévy-Ito decomposition of the process. We
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also recall that the multifractal analysis of Lévy processes was initiated
by Jaffard [34]. Given a Borel measure j supported in B(0,1) \ {0} such

that
[ Pi) < o,
0<|2|<1

we consider on the product of the latter set with U = (0,00) a Poisson
point measure, denoted by J, with intensity the product of the measures
jand £'(- NU). Then, for any 6 € (0,1), we consider

o __ s €,0 . 0 ~ . .
Zy = il_r}I(l)Zt with Z;° = A]<<Z|<<t5»z\;(dz,da:) t/€<2|<5z](dz),
< <

where convergence holds uniformly on all compact subsets of [0, c0), with
probability one. The process (Z{)¢>o is a Lévy process with Lévy measure
14./<5})(d2). The third process in the aforementioned Lévy-Ito decom-
position is of the previous form with § = 1. We restrict our attention
to this process only, because the two other components are trivial from
the viewpoint of multifractal analysis, see [34]. This process is denoted
by Z = (Z;)¢>0, for short, instead of (Z})i>0. To avoid another trivial
situation, we also assume that the Lévy measure j has infinite total mass.
The pointwise regularity of the process Z is measured by means of the
Holder exponent hz(t), i.e. the supremum of all A > 0 such that there
exist a real number ¢ > 0 and a d’-tuple P of polynomials satisfying

| Zy — Pt —t)| < c|t/ —t]

for any ¢’ in a neighborhood of t, see [36]. A singularity set is then a
set of times at which the process is continuous and has Holder exponent
bounded above by a given value, that is, a set of the form

Sz(h) ={t€[0,00)\ Jz | hz(t) < h},

with h € [0, 00], where Jz is the set of jump times of Z. As Z is almost
surely right-continuous with finite left limits at every ¢ > 0, we may define
AZy = Zy — Zy_, and Jyz is formed of the times t > 0 at which AZ; # 0.

The singularity sets exhibit a remarkable connection with Poisson cov-
erings. Indeed, for any real number o > 0, let us consider

Ga = {t eR A<|Z‘§1 1{|t_x|<|z‘1/a}3(dz,dx) = OO} .

>0
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It is clear that the sets G are nondecreasing with respect to «, and
that each of them is distributed as the set Fj, defined as in (14.1), where
jo denotes the pushforward of the Lévy measure j under the mapping
z — |z|'/®. Note that j, belongs to the collection R. Moreover, letting /3
denote the Blumenthal-Getoor exponent of the process, namely,

8 = inf {fy >0 ‘ / i) < oo} e [0,2],

we see that j, does not belong to Rq when a > 1/3. Due to Theorem 14.2,
the set G,, almost surely has full Lebesgue measure in U = (0, c0). In that
case, one can actually show that G, is almost surely equal to [0,00);
this follows from the result on Poisson random coverings obtained by
Shepp [56] and mentioned after the statement of Theorem 14.2. The con-
nexion with the singularity sets is then embodied by the next statement
established by Jaffard [34], up to a minor assumption on the Lévy measure.

Proposition 15.1. With probability one, for any real number h > 0,

Sz(h)z m 1 Gy \JZ-

a>h

Proof. This is essentially Proposition 1 in [34], except that the arguments
therein require an additional integrability assumption on the Lévy measure
j, namely, the condition numbered by (3) in [34]. We refer however to that
paper for the proof, and we content ourselves with briefly explaining how
to drop the assumption.

We assert that, in order to get rid of that inessential assumption, it
suffices to combine Jaffard’s approach with the following uniform estimate
on the processes (Z7)¢>0: for any integer n > 1 and any real number
a € (0,1/8), with probability one, for any integer j large enough,

—aj —aj o—ai
sup |2 = Z7 | < j2m

0<t<t'<n

t—t<277d

Let us establish this bound. For § € (0,1) and i € {1,...,d'}, let (Zf’i)tzo
be the i-th coordinate of (Z,§S )t>0. We apply a Bernstein-type inequality for
real-valued integrals with respect to compensated Poisson point measures,
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see e.g. [27, Lemma 4]. We thus infer that for any 7> 0 and ¢ > 0,

5, 3¢
P AIISS <2 o5 LeTT.. |
g 12¢) <200 (-5

Here, I5; is the integral of z7 with respect to j on the domain 0 < |z| < 6,
where z; is the i-th coordinate of z. Furthermore, for any interval I in
[0,00) and any 6 € (0,1), ¢ >0, and n € (0, min{1/2, |I|}),

. A 2T .
Pl sup |20 -2 >¢|< L]P’ sup |27 > ¢ ,

tt'el n 0<t<1/q 4

[t'—t|<n
where ¢ = |1/n]. This results from the stationarity of the increments of
the process, and a standard comparison with its increments on the natural
lattice where consecutive points are distant from 1/g. On top of that, for
any o € (0,1/), it is clear that 51 ; = o(n**) as n — 0. It follows that
for any ¢ > 0, any integer n > 1, and for n small enough,

(N o g

P| sup |Z)"'—2Z"
0<t<t'<n
t'—t<n

1
>cen®log — | <4nn*.
n

To obtain the required bound, it suffices to apply the Borel-Cantelli lemma,
and to merge all the coordinates together. (I

We may now describe the size and large intersection properties of the
singularity sets Sz(h). It follows from Proposition 15.1 and the preceding
discussion that with probability one, the sets Sz(h), for h > 1/3, all
coincide with [0, 00) \ Jz. However, the set Jz is almost surely countable.
This means that these sets have full Lebesgue measure in (0, 00).

We rule out, as trivial, this case and we assume from now on that
h < 1/B. Then, Proposition 15.1 shows that the singularity sets Sz (h)
are based on the sets G, for o < 1/8. In that situation, it follows from
the definition of the Blumenthal-Getoor exponent that the measure j,
belongs to the collection Ri. Theorem 14.2 entails that the set G, is
almost surely j,-describable in U = (0,00). Using the monotonicity of
these sets in conjunction with Propositions 7.3 and 7.4, we deduce that
with probability one, for any real number h € [0,1/3),

m(Sz(h),(0,00)) N&® = &(i,h) and M(Sz(h),(0,00)) 2 &(j,h)C.
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We also used again the fact that Jz has Lebesgue measure zero almost
surely, so that removing this set does not alter the involved minorizing
and majorizing classes. Above, &(j, h) and @(j,h)c are respectively the
set
&(j, h) = m 1 8(ja)
h<a<l/B

and its complement in &*°. This means in particular that the singularity
sets Sz (h) are fully describable in (0, c0). Moreover, it is possible to show
that the collection &(j, h) is right-open, see the proof of [25, Proposition 5.
Thus, applying Proposition 7.11, we end up with the next statement.

Theorem 15.2. With probability one, for any real number h € [0,1/03),
m(Sz(h), (0,00)) N &> = &(j,h) and M(Sz(h), (0,00)) = &(j, h)".

Subsequently applying Corollary 7.8, we deduce a thorough descrip-
tion of the size and large intersection properties of the singularity sets.
In particular, each singularity set Sz(h) is a set with large intersection
in (0,00) with dimension Sh. Finally, under explicit assumptions on the
Lévy measure j, a more tractable expression for the sets &(j, h) may be
obtained. For instance, in the stable case, the polar representation of j is
the product of the measure ng defined as in (7.6) with a finite measure
on the unit sphere. Hence, each measure j, coincides with n,g up to some
multiplicative constant; in view of (7.7), the sets &(j,h) and &(Sh) are
thus the same. We conclude that with probability one, for any real number
h € [0,1/5), the singularity set Sz(h) is (Sh)-describable in (0, c0).
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